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Preface

The Bayesian Modeling Applications Workshop (BMAW) has been held in con-
junction with the annual Conference on Uncertainty in Artificial Intelligence
thirteen times since 2003. The workshop brings together researchers and practi-
tioners who apply the technologies pioneered by the UAI community to address
important real-world problems in a diverse set of fields. The workshop fosters
discussion on the challenges of building applications, such as understanding and
addressing stakeholder needs; integrating Bayesian models and tools into larger
applications; validating models; interacting with users; construction of models
through knowledge elicitation and learning; agile model and system development
strategies; and deploying and managing Web based Bayesian applications.

The theme of the Workshop has adapted from year to year, as real-world
problems change and technologies evolve to meet them. The frenzy to apply con-
ventional machine learning methods for commercial applications has the danger
of overwhelming Bayesian methods where they might be best applied. Bayesian
methods face a similar challenge to the one they faced a decade ago by this
community: To demonstrate their timeliness in the current environment of in-
telligent systems and a long tail of related decision and prediction tasks. This
Workshop demonstrates that through several tools and current applications of
Bayesian methods.

A call for papers encouraged submissions in a variety of domains, but not
limited to any specific vertical market or discipline. Submissions were expected to
foster discussion of critical issues within the community of practice. There were 9
submissions. Each submission was reviewed by at least three program committee
members. Eight papers were accepted and presented at the Workshop. Seven of
these appear full length in these proceedings. One appears as extended abstract
to facilitate future publication. In addition, three invited speakers have blessed
the Workshop with the presentation of their poster paper accepted at the main
conference.

The Thirteenth Annual BMAW was held on June 25, 2016, in New York City,
NY, USA. About 30 people attended the Workshop, which consisted of eleven
paper presentations, questions, and the accompanying discussions. Papers and
presentations addressed Bayesian learning algorithms, tools, and several appli-
cations involving medical, government, tax, robotics, soccer, corruption, and
education domains. We are grateful to the paper authors and presenters for
their contributions, and to the program committee members for their careful
e↵orts reviewing and commenting on submissions. We also appreciate the help
EasyChair has always provided us and the organizational support provided by
the UAI conference organizers, without whom the workshop would not be possi-
ble. Finally, we also thank the authors of the main conference for accepting our
invitation to present an invited talk.
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A Risk Calculator for the Pulmonary Arterial Hypertension Based on a
Bayesian Network

Jidapa Kraisangka & Marek J. Druzdzel ⇤
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University of Pittsburgh,
Pittsburgh, PA

Raymond L. Benza
Advanced Heart Failure, Transplant,
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Allegheny Health Network
Allegheny General Hospital

Pittsburgh, PA

Abstract

Pulmonary arterial hypertension (PAH) is a se-
vere and often deadly disease, originating from
an increase in pulmonary vascular resistance. Its
prevention and treatment are of vital importance
to public health. A group of medical researchers
proposed a calculator for estimating the risk of
dying from PAH, available for a variety of com-
puting platforms and widely used by health-care
professionals. The PAH Risk Calculator is based
on the Cox’s Proportional Hazard (CPH) Model,
a popular statistical technique used in risk esti-
mation and survival analysis, based on data from
a thoroughly collected and maintained Registry
to Evaluate Early and Long-term Pulmonary Ar-
terial Hypertension Disease Management (RE-
VEAL Registry). In this paper, we propose an
alternative approach to calculating the risk of
PAH that is based on a Bayesian network (BN)
model. Our first step has been to create a BN
model that mimics the CPH model at the foun-
dation of the current PAH Risk Calculator. The
BN-based calculator reproduces the results of the
current PAH Risk Calculator exactly. Because
Bayesian networks do not require the somewhat
restrictive assumptions of the CPH model and
can readily combine data with expert knowledge,
we expect that our approach will lead to an im-
provement over the current calculator. We plan
to (1) learn the parameters of the BN model from
the data captured in the REVEAL Registry, and
(2) enhance the resulting BN model with medi-
cal expert knowledge. We have been collaborat-
ing closely on both tasks with the authors of the
original PAH Risk Calculator.

⇤Also Faculty of Computer Science, Bialystok University
of Technology, Bialystok, Poland

1 Introduction

Pulmonary arterial hypertension (PAH) is a fatal, chronic,
and life-changing disease originating from an increase in
pulmonary vascular resistance, and leading to high blood
pressure in the lung (Benza et al., 2010; Subias et al., 2010).
Patients with PAH suffer from shortness of breath, chest
pain, dizziness, fatigue, and possibly other symptoms de-
pending on the progression of disease (Hayes, 2013). Cur-
rently, there is no cure for PAH and treatment is often deter-
mined based on the symptoms. With an early diagnosis and
proper treatment, patients’ lives can be extended by five or
more years.

With the long-term goal to characterize the clinical course,
treatment, and predictors of outcomes in patients with PAH
in the United States, a group of medical researchers es-
tablished a Registry to Evaluate Early and Long-term Pul-
monary Arterial Hypertension Disease Management (RE-
VEAL Registry) (Benza et al., 2010). The REVEAL reg-
istry is quite likely the most comprehensive collection of
data of patients suffering from PAH and it has led to in-
teresting insights improving the diagnosis, prediction, and
treatment of PAH. One of the prominent applications of
the REVEAL Registry is the PAH Risk Calculator (Benza
et al., 2012), a statistical model learned from the REVEAL
Registry data and predicting the survival of patients at risk
for PAH. A computer implementation of the PAH Risk
Calculator is available for a variety of computing plat-
forms and widely used by health-care professionals (see
http://www.pah-app.com/ for more information).

The PAH Risk Calculator is based on the Cox’s Propor-
tional Hazard (CPH) model (Cox, 1972), a popular statisti-
cal technique used in risk estimation and survival analysis.
One weakness of this approach is that the underlying model
can be only learned from data and is not readily amenable
to refinement based on expert knowledge. Another possible
weakness is that the CPH model rests on several assump-
tions simplifying the interactions between the risk factors
and the disease. While these assumptions are reasonable
and the CPH model has been successfully used for decades,
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it is interesting to question them with a possible benefit in
terms of model accuracy.

In this paper, we propose an alternative approach to calcu-
lating the risk of PAH that is based on a Bayesian network
(BN) (Pearl, 1988) model. BNs are acyclic directed graphs
in which vertices represent random variables and directed
edges between pairs of vertices capture direct influences
between the variables represented by the vertices. A BN
captures the joint probability distribution among a set of
variables both intuitively and efficiently, modeling explic-
itly independences among them. A representation of the
joint probability distribution allows for calculation of prob-
ability distributions that are conditional on a subset of vari-
ables. This typically amounts to calculating the probability
distributions over variables of interest given observations of
other variables (e.g., probability of one-year survival given
a set of observed risk factors). There is a well developed
theory expressing the relationship between causality and
probability and often the structure of a BN is given a causal
interpretation. This is utmost convenient in terms of user
interfaces, notably knowledge acquisition and explanation
of results. The first step in our work has been to create a
BN model that mimics the CPH model at the foundation of
the current PAH Risk Calculator. In this, we use the BN
interpretation of the CPH model proposed by Kraisangka
and Druzdzel (2014). Our BN-based calculator reproduces
the results of the current PAH Risk Calculator exactly.

Because Bayesian networks do not require the assumptions
of the CPH model and can readily combine data with ex-
pert knowledge, we expect that our approach will even-
tually lead to an improvement over the current PAH Risk
Calculator. Our mid- to long terms plans include (1) learn-
ing the parameters of the BN model directly from the data
captured in the REVEAL Registry, and (2) enhancing the
resulting BN model with medical expert knowledge. We
are collaborating on both tasks with the team maintaining
the REVEAL Registry and the authors of the original PAH
Risk Calculator.

The remainder of this paper is structured as follows. Sec-
tion 2 describes the problem of PAH, the CPH model, and
the PAH Risk Calculator. Sections 3 and 4 describe appli-
cation of Bayesian networks to risk estimation and the pro-
posed BN-based PAH Risk Calculator. Finally, Section 5
describes our conclusions and future work.

2 Pulmonary Arterial Hypertension

This section introduces some facts related to the pulmonary
arterial hypertension (PAH), notably its risk factors, the
Cox’s Proportional Hazard (CPH) model, and the PAH
Risk Calculator based on the CPH model.

PAH Risk Factors

Risk can be defined as the rate of an occurrence of a par-
ticular disease or adverse event (Irvine, 2004). Although
PAH can occur at any age, in any races, and any ethnic
background (Hayes, 2013), there are risk factors that make
some people more susceptible. For example, females are
at least two and a half times more susceptible than men to
idiopathic PAH. Recently, medical care professionals treat-
ing PAH have relied on existing patient registries to under-
stand PAH better. Several risk factors have been identified
and used to develop prognostic models for guiding their
therapeutic decision making. For example, a study based
on the Registry to Evaluate Early and Long-Term Pul-
monary Arterial Hypertension Disease Management (RE-
VEAL) (Benza et al., 2010) extracted several demographic,
functional, laboratory, and hemodynamic parameters asso-
ciated with patient survival in PAH (Benza et al., 2012) by
means of a multivariate Cox’s proportional hazard model
(CPH) (discussed in more detail in the following section).
By developing a prognosis model, physician can access
a short-term and long-term patient survival in the context
of current treatment and clinical variables (Benza et al.,
2012). Although prognostic tools for patient survival have
improved the quality of predictions, the models are still im-
perfect and more research is needed on improving them.

Cox’s Proportional Hazard Model

Hazard is a measure of risk at a small time interval t, which
can be considered as a rate (Allison, 2010). In survival
analysis, the hazard function can be represented by prob-
ability distributions (e.g., exponential distribution) or can
be modeled by regression techniques. The Cox’s propor-
tional hazard model (CPH) (Cox, 1972) is a set of regres-
sion methods used in the assessment of survival based on its
risk factors or explanatory variables. The probability of an
individual surviving beyond time t can be estimated with
respect to a hazard function (Allison, 2010). As defined
originally by Cox (1972), the hazard regression model is
expressed as

� (t) = �

0

(t) exp

�0·X
. (1)

This hazard model is composed of two main parts: the
baseline hazard function, �

0

(t), and the set of effect pa-
rameters, �0 ·X = �

1

X

1

+ �

2

X

2

+ ... + �nXn . The
baseline hazard function determines the risks at an under-
lying level of explanatory variables, i.e., when all explana-
tory variables are absent. The �s are the coefficients corre-
sponding to the risk factors, X. According to Cox (1972),
this �

0

(t) can be unspecified or can follow any distribution
and be estimated from data.

The application of the CPH model relies on the assumption
that the hazard ratio of two observations is constant over
time (Cox, 1972). For example, a hazard ratio of a group of
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PAH patients having renal insufficiency to a group of PAH
without renal insufficiency (control/baseline group) is esti-
mated as 1.90. This assumption means that patients with
renal insufficiency always have a 90% higher risk for dy-
ing from PAH than patients without renal insufficiency by
Cox’s assumptions. The ratio of two hazards is defined as
�:

� =

�

2

(t)

�

1

(t)

=

exp (�

0
X

2

)

exp (�

0
X

1

)

. (2)

If the risk factors X are binary, their value could be ex-
pressed as presence (X = 1) or as absence or baseline
(X = 0) of the risk factor. Once, we know the hazard ra-
tio of one group toward another group, we can estimate the
survival probability (Casea et al., 2002) by

S (t) = S

0

(t)

�
. (3)

S

0

(t) is the baseline survival probability estimated from
the data, i.e., when all risk factor are absent or at their base-
line value (X = 0) at any time t, while � is hazard ratio of
an interested group to the baseline group. In other words,
the survival probability of any patients relative to the base-
line group can be estimated from

S (t) = S

0

(t)

exp

�0·X
. (4)

An example of CPH model used as a prognosis model for
PAH patients is from the REVEAL Registry Risk Score
Calculator (Benza et al., 2012). The model, including 19
risk factors, was developed to predict a one-year survival
probability. The main survivor function is

S(t = 1) = S

0

(1)

exp

�0·X�

, (5)

where S

0

(1) is the baseline survivor function of 1 year
(0.9698) and � in this equation is the shrinkage coefficient
after model calibration (0.939) (Benza et al., 2010). The
risk factors X (listed in Table 1) included PAH associated
with portal hypertension (APAH-PoPH), PAH associated
with connective tissue disease (APAH-CTD), family his-
tory of PAH (FPAH), modified New York Heart Associa-
tion (NYHA)/World Health Organization(WHO)functional
class I, III, and IV, men aged > 60, renal insufficiency,
systolic blood pressure(SBP) < 110 mm Hg, heart rate
> 92 beats per min, mean right atrial pressure (mRAP)
> 20 mm Hg, 6-minute walking distance(6MWD), brain
natriuretic peptide (BNP)> 180 pg/ml, 165 m, brain na-
triuretic peptide (BNP), 180 pg/mL, pulmonary vascular
resistance(PVR)> 32 Wood units, percentage predicted
diffusing capacity of lung for carbon monoxide (Dlco)
 32%, and presence of pericardial effusion on echocar-
diogram. Most of the risk factors were associated with in-
creasing mortality rate (indicated by positive sign in � in
Table 1), while only four factors were associated with in-
creased one-year survival (indicated by negative sign in �

in Table 1).

Risk factors Xi � exp(�)
APAH-CTD 0.7737 1.59
FPAH 1.2801 3.60
APAH-PoPH 0.4624 2.17
Male >60 years age 0.7779 2.18
Renal insufficiency 0.6422 1.90
NYHA Class I -0.8740 0.42
NYHA Class III 0.3454 1.41
NYHA Class IV 1.1402 3.13
SBP <110 mmHg 0.5128 1.67
Heart Rate >92bmp 0.3322 1.39
6MWD �440 m -0.5455 0.58
6MWD <165 m 0.5210 1.68
BNP <50 pg/ML -0.6922 0.50
BNP >180 pg/ML 0.6791 1.97
Pericardial effusion 0.3014 1.35
% Dlco �80% -0.5317 0.59
% Dlco 32% 0.3756 1.46
mRAP > 20 mmHg 0.5816 1.79
PVR >32 Wood units% 1.4062 4.08

Table 1: A list of 19 binary risk factors, their correspond-
ing coefficients �, and hazard ratio exp(�) reported for the
PAH REVEAL system (Benza et al., 2010).

To be able to summarize from the model, patients were
stratified into five risk groups according to their range of
survival probability (Benza et al., 2010) including the low
risk group where the predicted 1-year survival probability
> 95%, average risk with 90% to 95% survivals, moder-
ately high risk with 85% to 90% survivals, high risk with
70% to 85% survival, and very high risk group with sur-
vival probability < 70%.

PAH Calculator

Based on the CPH model, the further application of the
CPH model is in the form of a risk calculator. This sim-
plified calculator are useful in everyday clinical practice
by helping physicians to decide patient therapies based on
level of risk (Benza et al., 2012). The calculator was de-
signed from assigning score to variables according to their
hazard ratio. For the risk factors associated with increas-
ing mortality (positive � coefficients), score of two points
were assigned for the risk factors which has their hazard
ratio (exp(�)) at least two or more folds, i.e., those with
exp(�) � 2 , and one point were assigned for other risk
factors. Risk factors associated with decreasing mortality
(negative � coefficients) were assigned a negative score.
Figure 1 shows all risk factors and the interpretation of their
hazard ratio rate.

Figure 2 shows the user interface of the PAH Risk Calcu-
lator. Each risk factor from the CPH model is listed and
mapped with the score. The calculator allows for adding
and subtracting the score based on the data entered for an
individual patient case. To avoid a negative total score, the
base score of 6 is set as a starting score. The total score
is interpreted in the same way as the survival probability
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Figure 1: Cox’s proportional-hazards of 1-year PAH pa-
tients survival variables (Benza et al., 2010) indicating in-
creasing/decreasing mortality rate for each risk factor

given by the CPH model, i.e., it includes the low risk group
with the score  7, average risk with score = 8, moderately
high risk score = 9, high risk with score between 10 and
11, and very high risk group with score � 12. The score,
defined as above, makes it simpler for health care providers
to use than probabilities.

3 Application of Bayesian Networks to Risk
Calculation

An alternative approach to the traditional survival analy-
sis is the use of Bayesian networks (Pearl, 1988) to esti-
mate risks. Compared to the CPH model and several other
Artificial Intelligence and Machine Learning techniques, a
Bayesian network can model explicitly the structure of the
relationships among explanatory variables with their prob-
ability (Hanna and Lucas, 2001). A Bayesian network can
be built from expert knowledge, available data, or combina-
tion of both. If there exists a probabilistic interpretation of
existing modeling tool, like in case of the CPH model, a BN
model can also be an interpretation of the existing model.
The structure of a Bayesian network can depict a complex
structure of a problem and provide a way to infer posterior

Figure 2: PAH risk score calculator (Benza et al., 2012)
(electronic version developed by the United Therapeutics
Europe Limited)

conditional probability distributions, useful for prognosis
and diagnosis, including medical decision support systems
(Husmeier et al., 2005).

To estimate risks using Bayesian network, the prognosis
can be created as a static model, i.e., it can predict the
survival at a future point in time. For example, the work
of Loghmanpour et al. (2015) focuses on risk assessment
models for patients with the left ventricular assist devices
(LVADs). Bayesian network have been shown to estimate
the risk at various points in time (including 30 days, 90
days, 6 months, 1 year, and 2 years) with accuracy higher
than traditional score-based methods (Loghmanpour et al.,
2015). An alternative, more complex approach could use
dynamic Bayesian networks (DBN), which are an exten-
sion of Bayesian networks modeling time explicitly. van
Gerven et al. (2007) implemented a DBN for prognosis of
patients that suffer from low-grade midgut carcinoid tumor.
Instead of treating risk factors independently at each time
point, the DBN model considered how the state of patient
changed under the influence of choices made by physicians.
This model was shown suitable to temporal nature of medi-
cal problems throughout the course of care and provide de-
tailed prognostic predictions. However, DBNs requires ad-
ditional effort during model construction, for example ex-
pertise to structure of temporal interaction, large amounts
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of (complete) data, which translates to time-consuming ef-
forts (van Gerven et al., 2007).

4 Bayesian Network PAH Risk Calculator

BN Cox model

With no access to the REVEAL Registry data, we created
a Bayesian network model that is a formal interpretation of
the CPH model, for which the parameters are reported in
the literature (Benza et al., 2010). To this effect, we used
the method proposed by Kraisangka and Druzdzel (2014).
We first created a Bayesian network structure by using all
risk factors of the PAH CPH models. We converted all bi-
nary risk factors to random variables, which were the par-
ents of the survival node. In our case, we have omitted the
time variable, as the purpose of the PAH Risk Calculator
is to capture the risk at one point in time (in this case, it
is one year). Figure 3 shows the structure of the BNCox
model for the BN-based calculator.

Figure 3: A Bayesian network representing the interaction
among variables for the PAH CPH model. All random vari-
ables are from the original PAH CPH model and the Sur-
vival node was added to capture the survival probabilities
from the CPH model.

In the next step, we created the conditional probability ta-
ble for the survival node. The survival probabilities from a
CPH model can be encoded into the conditional probabili-
ties as

Pr(s | Xi, T = t) = S

0

(t)

e(�
0Xi)

, (6)

where s means the state of survived in the survival node,
Xi are all risk factors, T is the time point which is 1 in this
case.

We configured all risk factors cases (all binary risk factors
generated 2

19 cases) and obtained all survival probabilities
filled in the conditional probability table of a survival node.
This allowed us to reproduce fully the PAH CPH model by
means of a Bayesian network.

BN Interpretation of the PAH Calculator

The original PAH Risk Calculator uses the hazard ratios
in the CPH model to derive the risk score for the calcula-
tor (Benza et al., 2012). We apply the same approach in
our model. Equation 6 captures the survival probabilities s
given the states of risk factor. We can extract a hazard ratio

of each variable by configuring states of other risk factors
to be absent. For example, the hazard ratio of a risk factor
xj can be estimated from

� =

log(Pr(s |x̄
1

, . . . , x̄j�1

,xj, x̄j+1

, . . . , x̄n))

log(Pr(s |x̄
1

, . . . , x̄j�1

, x̄j, x̄j+1

, . . . , x̄n))
. (7)

The term log(Pr(s |x̄
1

, . . . , x̄j�1

, x̄j, x̄j+1

, . . . , x̄n)) is
similar to the baseline survival probability in the CPH
model (S

0

(1) = 0.9698). Hence, with this equation, we
can track back all hazard ratios.

We use the same criteria as the original PAH Risk Calcu-
lator to convert the hazard rate to the score, i.e., score of
2 indicates at least two-fold increase in risk of mortality
compared to the baseline risk.

Figure 4 shows a screen shot of our prototype of the
Bayesian network risk calculator. The left-hand pane al-
lows for entering risk factors for a given patient case. The
right-hand pane shows the calculated score and survival
probabilities. Currently, our calculator is a Windows app
running on a local server. The numerical risks that pro-
duced by the BN calculator are identical to those of the
original CPH-based PAH Risk Calculator (Benza et al.,
2012).

Figure 4: A prototype for Bayesian network risk score cal-
culator for a 1-year PAH prognosis model. The left-hand
pane allows for entering risk factors for a given patient
case. The right-hand pane shows the calculated score and
survival probabilities.

5 Conclusions and Future Work

In this paper, we propose an alternative the the exist-
ing Pulmonary Arterial Hypertension (PAH) Risk Calcu-
lator that replaces the original Cox Proportional Hazard
(CPH) model with a Bayesian network. Because we did
not have access to the REVEAL Registry data, we created
a Bayesian network model that uses the CPH parameters
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learned from the REVEAL Registry data and available in
the literature. To this effect, we used a Bayesian network
interpretation of the CPH model (Kraisangka and Druzdzel,
2014).

Our calculator reproduces the results of the current PAH
Risk Calculator exactly. From this point of view, we have
not yet offered a superior calculator. However, we plan to
refine the calculator by (1) learning the parameters of the
BN model from the data captured in the REVEAL Reg-
istry, and (2) enhancing the resulting BN model with med-
ical expert knowledge. The extended model will relax the
assumption of the multiplicative character of interactions
between the risk factors and the survival variable. It will
also relax the assumption that the risk ratio is constant over
time. Another direction of our work is allowing risk vari-
ables that are not binary. Instead of having 19 binary risk
factors, we will be able to group those risk factors that
are mutually exclusive, e.g., WHO Group or NYHA/WHO
Functional Class. As a result, we can control the number of
risk factors and reduce complexities of the model. Yet an-
other direction is allowing dependencies between the risk
factors, something that is not straightforward in the CPH
model. We should be able to refine the Bayesian network
model by using expert knowledge or by training its ele-
ments from available data. The current calculator produces
a patient-specific score based on hazard ratio. Because the
new Bayesian network model will no longer use the mul-
tiplicative CPH model, we plan to create new risk score
criteria based on the probability of survival rather than the
hazard ratio. We have little doubt that with some further
modeling effort we should be able to obtain a superior cal-
culator in the sense of producing higher accuracy of the risk
estimate than the original CPH-based risk calculator.
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Abstract

Bayesian Classifiers are widely used in ma-
chine learning supervised models where there
is a reasonable reliability in the dependent vari-
able. This work aims to create a risk measure-
ment model of companies that negotiate with
the government using indicators grouped into
four risk dimensions: operational capacity, his-
tory of penalties and findings, bidding profile,
and political ties. It is expected that this model
contributes to the selection of contracts to be
audited under the central unit of internal con-
trol of the Brazilian government, responsible
for auditing more than 30,000 public contracts
per year.

1 INTRODUCTION

Public contracts can be understood as adjustments made
between public administration and private sector for the
attainment of public interest objectives (Di Pietro, 1999).
The contract terms are set by the governmental unit, this
being understood as any body or public authority of fed-
eral, municipal, or state level.

Government spending coming from public contracts and
direct purchases of goods and services account for ap-
proximately 19% of the Brazilian GDP in recent years.
Data from the Brazilian Institute of Geography and
Statistics (IBGE), published in National Accounts Re-
port in the 2015 fourth quarter, quantifies in R$ 1.07 tril-
lion the amount of government consumption expenditure
in that year (IBGE, 2016). The bidding and procurement
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‡Campus Darcy Ribeiro Brası́lia, DF, Brazil

are the institutional means by which consumption mate-
rializes, having important role in the search for efficiency
and effectiveness of public spending.

Given the huge number of contracts and purchasing pro-
cesses to audit, this context raises the challenge of act-
ing effectively in the pursuit of management problems,
fraud, and corruption. This is the responsibility of the
governmental control units, which specially in Brazil has
limited resources.

Take the example of the Office of the Comptroller Gen-
eral (CGU), the central unit of internal control of the
Brazilian federal government, which is responsible for
auditing any transaction that represents federal spending.
The CGU should audit both spending conducted directly
(by the central units of the ministries) as the ones con-
ducted indirectly (by almost 20,000 decentralized units),
including all payments made by any state or municipal-
ity that receives federal funds through voluntary transfers
(Brazil, 2003). Nevertheless, the CGU has only 1,200
auditors working directly in the oversight of these ex-
penditures.

In this context, a big issue arises involving the need to ra-
tionalize the use of auditing capabilities. There is a clear
need to optimize the choice of what will be effectively
audited, since the complete census is impossible and un-
economical. Acting in a preventive way to avoid future
problems is also important since most of the errors found
generate irrecoverable damage, such as paralysis of a en-
gineering project or the need to redo it.

Both the rationalization of choices (in a subsequent op-
eration) and the understanding and treatment of vulner-
ability (in preventive action) can be analyzed within the
more general concept of risk assessment. After all, what
is sought in both cases is to identify factors or char-
acteristics of purchases or contracts which increase the
chance of future problems such as mismanagement or
even fraud.
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Supervised learning models have been used in similar
problems in private sector. Financial institutions assess
the risk of potential borrowers, among many suitors with
different characteristics and history using such models,
in this case called credit scoring (Lessmann et al., 2015).
Insurance companies also use such statistical models to
assign the value of insurance for a certain good. The
techniques learn from the transaction history and quan-
tify the weight of certain characteristics in determining
the risk of a client or specific process. Thus, the auto in-
surance company knows that unmarried young men offer
more risk than married women with children.

In practice, these models are applications of statistical
and computational techniques of regression and classi-
fication using databases that have information of trans-
action history and labeled cases of “success” and “fail-
ure” (Friedman et al., 2001). A good condition in the
construction of this type of risk analysis model is the ex-
istence of information on transaction history, with vari-
ables representing different characteristics of each trans-
action. Thus, one can distinguish and identify correla-
tions between groups.

This paper proposes to create a predictive model of risk
in contracts based on Bayesian classifiers. It will re-
sult in the quantification of the propensity that a sup-
plier has problems in government contracts, according
to the company’s characteristics. Learning models using
Bayesian networks are especially useful when you need
to organize or discover the knowledge of a particular area
through the construction of cause and effect relationships
captured from a set of data (Spiegelhalter et al., 1993).
Besides this, Bayesian Classifiers have been incorpo-
rated into risk measurement studies, especially when it
is important to capture and explain the relationships of
cause and effect between the different prediction param-
eters, avoiding the “black box” issue, common in other
techniques.

The model will be used to select high-risk contracts to
be audited by the CGU and will be based on the estima-
tion of the relations of cause and effect between various
indicators that are related to the propensity of contrac-
tual risk. The dependent variable is the occurrence of
more severe punishment that can be given to a supplier
in Brazil: the impediment to bidding. The indicators
that will be used as predictors represent characteristics
grouped into four risk dimensions: operational capacity,
history of penalties and findings, bidding profile, and po-
litical ties.

This work is divided into 5 sections. Besides this in-
troduction, Section 2 presents the theoretical framework
that supports the central idea of the work and the method-
ological approach adopted. Section 3 contains the de-

tails of the methodology used in the study, including
the understanding of data modeling, the creation of the
networks, and the validation of the models. Section 4
presents and discusses the results. Finally, Section 5 pro-
vides conclusions and considerations on gaps and oppor-
tunities for future work.

2 THEORETICAL REFERENCES

In this section we describe the public bidding process
in Brazil, the Bayesian classifiers used for learning the
predictive models, and some related works.

2.1 PUBLIC BIDDING IN BRAZIL

The whole process of buying products or hiring services
in the Brazilian federal government takes place accord-
ing to the rules of Law 8666/1993 (Brazil, 1993), called
Procurement Law. Other regulatory acts complement
this law, such as Law 10520/2005 (Brazil, 2002), estab-
lishing the types of Auction and Complementary Law
123/2006 (Brazil, 2006) establishing privileges for mi-
cro and small businesses in bidding. Law 8666/1993
(Brazil, 1993) details the stages of the bidding process
itself, the bidding types allowed, types of contracts, as-
pects of qualification of companies, and also defines ad-
ministrative and criminal penalties to be applied to sup-
pliers in case of noncompliance.

The Procurement Law, together with other mentioned
legislation, defines the following administrative penalties
to suppliers, due to total or partial non-performance of
contracts:

• warning;

• pecuniary penalty;

• temporary suspension of bid;

• declaration of non-trustworthiness; and

• impediment to bid and hire.

The whole process of procurement and contracting in the
federal government is done using the government’s Gen-
eral Services Administration System (SIASG). Each pur-
chase or contract is recorded in this system, since the
opening of the process to the issue of commitment.

Existing since 1994, the SIASG started to be used by the
government gradually and it already has more than 5 mil-
lion purchases. All federal administration is required to
use this system. Annually it records over 700,000 bids.
Some of these bids representing continued provision of
services or delivery of goods turns into contracts, gener-
ating nearly 30,000 new contracts per year.
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2.2 BAYESIAN CLASSIFIERS MODELS

Since Bayesian networks (BNs) have been successfully
used in classification problems – e.g., see (Sahami et al.,
1998; Friedman et al., 1997; Goldszmidt et al., 2010;
Friedman and Goldszmidt, 1996; Cheng and Greiner,
1999; Ceccon et al., 2014; Ye et al., 2014; Shi et al.,
2013) –, we decided to experiment with different BN
learning algorithms in order to classify the companies
that sell service and goods to the government with high
likelihood of noncompliance.

Score-based learning is a popular method for inducing
BNs. The main idea is to assign a score to a model based
on how well it represents the data set used for learning.
Thus, the purpose of the algorithm is to maximize the
goodness-of-fit score.

In this work we use standard and well-known Bayesian
network classifiers, which are aimed at classification.
More specifically, we use two algorithms available in the
bnlearn R package1 (Scutari, 2009):

• Naı̈ve Bayes (naive.bayes): a simple algorithm
that assumes that all explanatory variables are in-
dependent of each other. In other words, the target
variable is the only parent of all other variables.

• Tree-Augmented Naı̈ve Bayes (tree.bayes): an al-
gorithm that relaxes the simple Naı̈ve Bayes as-
sumption of independence, by allowing the explana-
tory variables to have one other variable as parent
besides the target one.

Besides that, we also tried two different score-based
learning algorithms, which are also available in the
bnlearn R package used in this work (Scutari, 2009):

• Hill-Climbing (hc): a hill climbing greedy search
on the space of the directed graphs.

• Tabu Search (tabu): a modified hill-climbing able
to escape local optima.

The bnlearn package implements random restart with
configurable perturbing operations for both algorithms.

A number of different scores were used to fine tune the
models learned from the score-based algorithms and to
improve their performance, which are also available in
the bnlearn package (Scutari, 2009):

• the Akaike Information Criterion score (aic);

• the Bayesian Information Criterion score (bic);
1The package is available at http://www.bnlearn.com/.

• the logarithm of the Bayesian Dirichlet equivalent
score (bde); and

• the logarithm of the modified Bayesian Dirichlet
equivalent score (mbde).

2.3 RELATED WORKS

Many studies use supervised learning models in order to
predict risk in business transactions. The area where it
is more common this type of approach is the bank credit
(Lessmann et al., 2015; Hand and Henley, 1997).

These learning models attempt to quantify how the char-
acteristics of potential borrowers influence the probabil-
ity of default. Classically, the techniques most used for
this purpose are Logistic Regression and Discriminant
Analysis (Ghodselahi, 2011). Other studies have been
testing and comparing some modern techniques (Baesens
et al., 2002). In other areas, such as insurance, such mod-
els are also widely used.

Bayesian Classifiers have been incorporated into these
studies, especially when you want to capture and explain
the relationships of cause and effect between the differ-
ent prediction parameters, avoiding the “black box” is-
sue, common in other techniques (Jiang and Wu, 2009;
Zonneveldt et al., 2010; Baesens et al., 2002). Bayesian
algorithms provide more clear insights when modeling
causal relationships.

A new approach to credit scoring by synthesizing Sim-
ple Naı̈ve Bayesian Classifier (SNBC) and the Rough Set
Theory is presented by (Jiang and Wu, 2009). A compar-
ison between Naı̈ve Bayes (NB) models, different aug-
mented NB models, and a handcrafted causal network is
made by (Zonneveldt et al., 2010).

In the context of public procurement, some initiatives al-
ready exist in order to implement similar models in pre-
dicting irregularities or contractual problems. For exam-
ple, Naı̈ve Bayes algorithms are used by (Balaniuk et al.,
2012) in an unsupervised approach to quantify the com-
bined risk of private companies and government units in
the execution of contracts.

(Sales, 2014) built a model with the same objective of
this work (to measure the risk of public contracts) and
with similar data. In that case the accuracy using Logistic
Regression and Decision Tree were compared, resulting
in the best accuracy of 64%.

3 METHODS AND PROCEDURES

The first step in building the Bayesian classification
model was the definition of the criteria for characteriza-
tion of the companies with the highest risk (the “Bad”).
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In this sense, we chose to characterize the “Bad” group
all companies that suffered the following punishments in
the years 2015 and 2016: temporary suspension of bid,
declaration of non-trustworthiness, and impediment to
bid and hire. The group of low-risk companies (here-
inafter “Good”) are companies with existing contracts in
the same period but without such punishment.

The database used contained 1,448 companies, of which
724 were previously classified as “Bad” and other 724
previously classified as “Good”2.

From this initial setting, the second step was the creation
of risk indicators, which cover the past of relations be-
tween companies and government, considering the pe-
riod since 2011, as well as other information that are
independent of the period, such as those from the reg-
istry of companies. The idea is to answer the following
question: What happened in the recent past of the com-
panies that contributed to its contractual default in 2015
and 2016?

These indicators were obtained from the four dimensions
of risk: operational capacity, history of penalties and
findings, bidding profile, and political ties. The mean-
ing of each of the risk dimensions and some indicators
used are described below:

• Operational capacity: irregularities related to the
existence or insufficient physical and operational
structure of the contracted company.

– Quantity of indicators: 11.
– Examples of indicators: number of employ-

ees, number of partners, the total amount re-
ceived from the government, amount received
from the government per employee, value re-
ceived from the government for partner, av-
erage salary of employees, average salary of
the partners, company size, number of activi-
ties carried out by the company, age from the
company.

• History of penalties and findings: pre-existence of
punishment or audit findings related to the com-
pany.

– Quantity of indicators: 04.
– Examples of indicators: quantity of received

punishments, number of alerts generated in
CGU monitoring.

2The 724 companies in the “Bad” group are all companies
that meet the criteria described for this class. The 724 compa-
nies in “Good” group was obtained by sampling in the set of
41,000 companies that meet the requirements described. Sam-
pling the second group was made in order to solve the dominant
class issue, in a process called undersampling (see (Japkowicz
et al., 2000) for more details of this process).

• Bidding profile: company profile when participat-
ing in bids, as the average quantity of offers, and the
degree of success of business (percentage of wins).

– Quantity of indicators: 12.
– Examples of indicators: quantity of purchases,

purchase quantity of items, average amount of
offers, number of units of the federation, num-
ber of wins, percentage of victory, value of
contracts, the difference in days between the
opening of the company and the first participa-
tion in a public procurement.

• Political ties: company relationship with politi-
cians, via donations in campaigns.

– Quantity of indicators: 01.
– Examples of indicators: amount donated in po-

litical campaigns.

The next step was the transformation of all variables in
factors (categories), using a simple process of discretiza-
tion, where values of each variable were divided into
three intervals of equal size. Once complete, the database
has been divided in training set (70%) and test (30%).
The discretization was carried out due to the limitation
of some algorithms used. In future experiments, we will
learn models using algorithms that allows continous vari-
ables.

At first, we used standard Bayesian classifiers available
in the bnlearn R package, Naı̈ve Bayes (NB) and Tree-
Augmented Naı̈ve Bayes (TAN).

As the database does not have a very large number of ob-
servations, we used a process of estimation with cross-
validation in the training subset for both algorithms. The
Cross-Validation procedure applied was the random di-
vision of training based on 10 sample partitions of equal
size, for use in cycles of modeling where 9 partitions are
used for training and one for testing. Error measures are
then combined to have a single measurement error.

The estimation with cross-validation was performed us-
ing a Score-based learning algorithm, which ranks the
network structures created with emphasis on model fit.
In these algorithms, various parameters can be adjusted
in search of the best results forecast.

The loss function used to measure the model results was
the misclassification, where the dependent variable value
is the result of local distributions (from its parents) and
the error function is measured by coincidence or not with
the actual values (hit rate).

Since an important aspect of machine learning is the pa-
rameter tuning and both NB and TAN in bnlearn do
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not have any parameters to be tuned, we decided to also
try another set of algorithms. In bnlearn, a set of al-
gorithms that allow many different configurations is the
score-based learning algorithms, namely: Hill-Climbing
(HC) and Tabu Search (Tabu), both using incremental
search. Tabu introduces changes in HC in order to avoid
local optima.

In score-based algorithms, it is critical to set the network
score calculation method, which measures the quality of
the network created using the quantification of poste-
rior probability. Two variables were used in the score
parameterization: type of score and penalty parameter.
The tested scores types were AIC (Akaike Information
Criterion Score), BIC (Bayesian Information Criterion
Score), BDE (Bayesian Dirichlet Equivalent Score), and
MBDE (Modified Bayesian Dirichlet Equivalent Score),
suitable for categorical variables. Besides that, we also
tried many different penalty parameters.

The central idea was to try different values of each pa-
rameter in order to find the setting that present the best
predictive ability. For better understanding, Table 1
shows some of these tested settings and its accuracy mea-
sure, aiming to compare the Naı̈ve Bayes (NB) algorithm
setting with different configurations3 of Score-Based al-
gorithms.

Table 1: The table shows that despite our efforts in set-
ting up the Score-Based Algorithms, there was no sig-
nificant difference than the Naı̈ve Bayes and TAN algo-
rithms. The Accuracy here is the proportion of true re-
sults, either true positive or true negative.

Algorithm Setting Accuracy - 95% CI
NB - (0.70, 0.76)

TAN - (0.72, 0.78)
Tabu AIC, K=0.1 (0.67, 0.73)
Tabu BDE, ISS=25 (0.65, 0.70)
HC MBDE, ISS=10 (0.64, 0.70)

4 RESULTS

Since the best models did not present a statistically sig-
nificant difference in performance and usually the sim-
pler the model the better the generalization, we chose
the Naı̈ve Bayes algorithm to run the final model with
all the data from the training set in order to check the

3The parameters used to set the algorithm were the score-
based algorithm, Hill-Climbing (HC) or Tabu Search (Tabu),
the score types (AIC, BIC, BDE or MBDE) and the penalty
parameter (ISS or K).

performance with the test set. The 95% confidence in-
terval of the accuracy was (0.69, 0.77), which shows that
the model generalizes well. The sensitivity of the model
(prediction ability of “BAD” companies) was 76%. Ta-
ble 2 shows the results of prediction on the test set.

Table 2: The table shows the model results, that pre-
sented a total accuracy of 73%, with higher quality in
the identification of “Bad” cases.

Real values
Prediction Good Bad

Good 170 47
Bad 69 148
% 71% (specificity) 76% (sensitivity)

We consider this a good result in the context of gov-
ernment contracts, especially when compared with other
similar works. Taking as reference the results obtained
by (Sales, 2014), you can see a reasonable gain in predic-
tive ability. The sensitivity of the model is particularly
important since what really matters is the identification
of high-risk cases, even assuming the cost of auditing
some low risk contracts, which were misclassified.

5 CONCLUSION AND FUTURE WORK

This work is consistent with a great effort that has been
developed by government control institutions to rational-
ize the use of their human and material resources in order
to provide more effective results at lower operating and
financial costs.

Considering the current Brazilian context, where a se-
vere economic crisis has been treated through large cuts
in public budgets (reducing the sending of resources to
control bodies), the efficient use of resources should be a
permanent goal.

The attempt to use statistical models based on Bayesian
networks is in addition to other initiatives presented in
Section 2. The main purpose of these studies is to extract
knowledge from various databases that government con-
trol institutions have access in order to facilitate the se-
lection of audit objects more likely to present problems.

The classification results are slightly better than other su-
pervised models applied in government databases with
the same goal (see (Sales, 2014), described in section
2.3). However, we believe that there is room for im-
provement in two possible ways: the inclusion of new
indicators that capture aspects ignored by this model and
the use of optimization algorithms in the parameteriza-
tion of score-based networks.
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Each step in direction of improving these models is a per-
manent gain for the public auditing activity, and conse-
quently to society.
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Abstract

Tax administrations in most countries have
more corporate and personal information than
any other government office. Data mining
techniques can be used in many different prob-
lems due to the large amount of tax returns re-
ceived every year. In the present work we show
an essay of the Brazilian Tax Administration
on using Bayesian networks to predict taxpay-
ers behavior based on historical analysis of in-
come tax compliance. More specifically, we
tried to improve a previous risk based audit se-
lection which detects a large amount of taxpay-
ers as high risk. However, in its current form
it identifies much more cases than the tax audi-
tors can handle. Our first results are promising,
considerably improving tax audit performance.

1 INTRODUCTION

Tax administrations have more information on people
and companies than any other government office. Tax re-
turns, bank transactions, and invoices arrive as hundreds
of millions of records every year. The Secretariat of Fed-
eral Revenue of Brazil (RFB) is the Brazilian Tax Ad-
ministration and Brazilian Customs as well. This combi-
nation is a major leverage and also a challenge.

Basically, there are two types of taxes: sales taxes and in-
come taxes. Sales taxes includes value-added taxes and
they are based on the value of the product being sold. In-
come tax is based on how much a person or a company

⇤Anexo Ministério da Defesa, 5o andar Brası́lia, DF, Brazil
†Av. Rogerio Weber, 1752 - Centro, Porto Velho, RO,

Brazil
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earns. In most countries, sales taxes amount are consid-
erably larger than income taxes (OECD, 2013). In Brazil,
corporate and personal income taxes are about 50% of
the country’s revenue (RFB, 2016). Although corporate
tax has much greater impact on final numbers, personal
income tax audits affects a considerably large share of
the Brazilian citizens. There are 27 million individual
taxpayers in Brazil, about 13% of the population (RFB,
2016).

In order to facilitate and prioritize tax audits on personal
income tax, RFB created the concept of a “fiscal lattice”.
One can understand the fiscal lattice as a first audit se-
lection based on historical risk analysis of tax compli-
ance by taxpayers. This lattice is a complex process in
which many tax auditors specialized in personal income
tax frauds create risk based rules for audit selection. The
main difference between a regular audit and fiscal lattice
audit is that the former has a much simpler process of
analysis in order to determine whether to punish a tax-
payer or not.

Since the number of taxpayers has increased, and the ra-
tio between tax auditors and citizens has been reducing
(RFB, 2016), the number of income taxpayers caught on
fiscal lattice has increased as well. From 2010 to 2014,
the taxpayers selected for this kind of audit highly in-
creased (RFB, 2016). This changing scenario is pushing
the tax administration to a limit of the tax auditors ca-
pacity of analysis. RFB’s major office, has about 10,000
tax auditors and a huge backlog of fiscal lattice audits to
analyze.

Data mining techniques can help better selecting taxpay-
ers for audit and the present work offers one solution
to improve the selection of this kind of audits. In Sec-
tion 2.1 we discuss how Bayesian networks can be used
as a classification algorithm in order to create predictive
models.

The document is organized as follows: Section 2 de-
scribes some background information about Bayesian
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networks; Section 3 details the solution for the tax audit
selection problem, from its methodology to our first re-
sults; Section 4 presents the conclusion and future work.

2 BACKGROUND

In this section we bring some tax administration con-
cepts, formulate the problem assessed by the present
work, and discuss Bayesian networks for prediction.

2.1 BAYESIAN NETWORKS FOR PREDICTIVE
MODELS

As stated by (Korb and Nicholson, 2010) Bayesian net-
works (BNs) are graphical models for reasoning under
uncertainty, where the nodes represent variables (discrete
or continuous) and arcs represent direct connections be-
tween them. These direct connections are often causal
connections. In addition, BNs model the quantitative
strength of the connections between variables, allowing
probabilistic beliefs about them to be updated automati-
cally as new information becomes available.

Bayesian networks are useful to learn from data and dis-
cover causalities between variables and it can be used
as a classifier algorithm. It is being used for predic-
tion in many different problems, from genetics (Jansen
et al., 2003) and prognostics of breast cancer (Gevaert
et al., 2006), to identification of split purchases (Car-
valho et al., 2014). In the present work, we use Bayesian
networks as a solution for predicting a taxpayer to be
compliant or non-compliant in terms of tax obligations.
In more detail, our approach presents an improvement of
tax audit selection using Bayesian networks to build pre-
dictive models. In the next section we present the details
for the solution to our problem, as well as the first results.

The next subsections describe two different types of
Bayesian networks, Naı̈ve Bayes and Tree-Augmented
Naı̈ve Bayes.

2.1.1 Naı̈ve Bayes

Naı̈ve Bayes is the most simple version of Bayesian net-
work. It uses strong connections between the nodes and
it considers all explanatory variables (nodes) as indepen-
dent. Despite its simpleness it has many applications
with good results and great run performance as stated in
(Zhang, 2004).

2.1.2 Tree-Augmented Naı̈ve Bayes

Tree-Augmented Naı̈ve Bayes (TAN), as explained in
(Zheng and Webb, 2011), relaxes the assumption of com-
plete independence of the explanatory variables by en-

Figure 1: Example of Naı̈ve Bayes Network (Zhang,
2004)

forcing a tree structure. In this case, each explanatory
variable only depends on the class and one other variable.
This relaxation allows the representation of more com-
plex models, leading to possible performance improve-
ments, as shown in (Carvalho et al., 2014).

Figure 2: Example of Tree-Augmented Naı̈ve Bayes
Network (Jiang et al., 2009)

2.2 RELATED WORK

As stated in (Silva et al., 2015) many tax administrations
have been using data mining techniques to create pre-
dictive models for tax compliance risk. Despite being
a topic of great interest, tax administrations have many
concerns in publishing internal projects. Since taxpayer
information is classified and should be protected by tax
officers, many of them do not share the details of tax
compliance risk projects.

A source of such information, case studies, methodolo-
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gies, and best practices are intergovernmental organiza-
tions. For tax administrations and customs the World
Customs Organization (WCO) and the Organization for
Economic Cooperation and Development (OECD) are
important sources. In a recent survey that gathered
many countries, OECD presented a comparative chart
that shows the use of data mining to detect tax fraud
(OECD, 2013).

Tax Administrations internal publications also present
many studies that can be applied by other countries and
many of them have developed methodologies based on
statistical analysis and data mining to create tax com-
pliance risk systems. Most countries use data mining
for taxpayers classification considering its risks of non-
compliance.

Some studies, however, reveal different data analysis ap-
proach being held in tax administration. The US In-
ternal Revenue Service (IRS) uses data mining for dif-
ferent purposes, according to (Castellón González and
Velásquez, 2013), among which are tax compliance risk
based taxpayer classification, tax fraud detection, tax re-
fund fraud, criminal activities, and money laundering
(Watkins et al., 2003).

Another related reference is Jani Martikainens master
thesis (Martikainen et al., 2012). He presents results
of studies conducted by the Australian Taxation Office
(ATO) concerning the usage of models to detect high-
risk tax refund claims. Also according to the author,
the ATO avoided the payment of refunds of about US$
665,000,000.00 between 2010 and 2011 based on data
mining tools. ATO uses refund models based on social
networking discovery algorithms that detect connections
between individuals, companies, partnerships, or tax re-
turns. The models are updated and refined to enhance
detection and increase the recognition of new fraud (Mar-
tikainen et al., 2012).

More related to the present work Gupta et al. in (Gupta
and Nagadevara, 2007) describes in details different ap-
proaches on using data mining techniques to improve tax
audit selection. The main difference is that in (Gupta and
Nagadevara, 2007) the main taxes are value-added taxes
in contrast with income taxes, object of the present re-
search. Also in (Kirkos et al., 2007) data mining is used
to detect frauds on financial statements, which can be
easily customized to tax returns and tax evasion/fraud.

3 SOLUTION AND FIRST RESULTS

In this section we describe the methodology used in the
present work and detail each step of the data analysis
from the information and data gathering to the construc-
tion of predictive models for improvement of tax audit

selection.

3.1 METHODOLOGY

The methodology of the present work follows the well-
known CRISP-DM (CRISP-DM). The Cross Industry
Standard Process for Data Mining is a technology-
independent methodology and reference model to im-
plement data mining process in every business. It de-
scribes each phase every data mining work should pass.
Each phase is equally relevant for the success of the data
analysis process and should not be underestimated. The
process has six phases and it is possible to perform the
same step more than once. The phases of CRISP-DM
are (Wirth and Hipp, 2000):

Figure 3: CRISP-DM Reference Model (Wirth and Hipp,
2000)

Business Understanding

Every data analysis process is designed to answer busi-
ness questions to achieve business goals. In the busi-
ness understanding phase of CRISP-DM these questions
are asked and possible solutions are also proposed. Pos-
sible quantitative and qualitative business process’ im-
provements are also detailed, in order to justify the use
of data mining techniques to solve business problems.
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According to (Chapman et al., 2000), this initial phase
focuses on understanding the project objectives and re-
quirements from a business perspective, and then con-
verting this knowledge into a data mining problem defi-
nition, and a preliminary project plan designed to achieve
the objectives.

Data Understanding

Once the business questions are clear, it is time to under-
stand the required information to perform the changes
needed in the business process and achieve the goals
identified in the previous phase. In data understanding,
all sources of information needed to perform the analysis
are determined. The first insights and main patterns are
also identified in the first contact with the data available
from the possible sources. Each business question needs
to be mapped to every data source (systems, databases,
webpages, etc.) in order to address every goal and iden-
tify possible gaps and lack of information.

In (Wirth and Hipp, 2000) it is stated that there is a
close link between business understanding and data un-
derstanding. The formulation of the data mining problem
and the project plan require at least some understanding
of the available data.

Data Preparation

The data preparation phase covers all activities to con-
struct the final dataset (data that will be fed into the mod-
eling tool(s)) from the initial raw data. Data preparation
tasks are likely to be performed multiple times, and not
in any prescribed order. Tasks include table, record, and
attribute selection, data cleaning, construction of new at-
tributes, and transformation of data for modeling tools.

Modeling

In this phase, various modeling techniques are selected
and applied, and their parameters are calibrated to op-
timal values. Typically, there are several techniques for
the same data mining problem type. Some techniques re-
quire specific data formats. There is a close link between
data preparation and modeling. Often, one realizes data
problems while modeling or one gets ideas for construct-
ing new data.

Evaluation

At this stage in the project you have built one or more
models that appear to have high quality, from a data anal-
ysis perspective. Before proceeding to final deployment
of the model, it is important to more thoroughly evalu-
ate the model, and review the steps executed to construct
the model, to be certain it properly achieves the busi-

ness objectives. A key objective is to determine if there
is some important business issue that has not been suffi-
ciently considered. At the end of this phase, a decision
on the use of the data mining results should be reached.

Deployment

Creation of the model is generally not the end of the
project. Usually, the knowledge gained will need to be
organized and presented in a way that the customer can
use it. Depending on the requirements, the deployment
phase can be as simple as generating a report or as com-
plex as implementing a repeatable data mining process.
In many cases it will be the user, not the data analyst,
who will carry out the deployment steps. In any case,
it is important to understand up front what actions will
need to be carried out in order to actually make use of
the created models.

3.2 BUSINESS UNDERSTANDING

Our main goal is to improve individuals tax audit selec-
tion. We try to achieve a better audit process perfor-
mance by better using the tax auditors knowledge and
time available to perform these audits. As in any tax ad-
ministration, there are far more taxpayers returns and in-
formation to analyze than tax officers, and to achieve the
revenue goals and tax fairness it is major that the selec-
tion of audit is as risk based as possible.

In Brazil, personal taxpayers pay their income taxes ev-
ery month. Since the tax is calculated on a year based,
by April of the next year, taxpayers are obliged to send
their income tax return in order to adjust their debt (or
credit). Every year, tens of million of returns are sent to
RFB, much more than it could handle if there were no
risk based selection.

RFB created the concept of “fiscal lattice” to select per-
sonal income tax returns based on tax compliance risk.
In this technique personal income tax fraud experts an-
alyze the historical of all taxpayers and their previous
knowledge in order to come up with parameters to select
the tax returns for audit. Once caught on “fiscal lattice”,
only a tax officer could release the tax return, prevent-
ing fraudsters from receiving a possible credit. There are
three main purposes in using this technique:

• to better select taxpayers based on tax compliance
risk;

• to facilitate the verification of tax auditors, since
each parameter has a well defined analysis and treat-
ment activities;

• to ease the auto-correction of tax returns by taxpay-
ers, since many of them were caught due to filling
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errors.

Besides all Brazilian tax administration efforts to select
the individuals tax audits, the number of audits selected
by fiscal lattice has increased from 569,000 in 2011 to
937,000 in 20141 in contrast with the number of tax of-
ficers, that decreased from 12,273 in 2010 to 10,419 in
2015 (RFB, 2016).

More specifically, we intend to use data mining tech-
niques to discharge as many taxpayers as possible of fis-
cal lattice, with the minimum compliance risk to tax ad-
ministration. With thousands of audits already finalized
by experienced tax auditors, it is possible to assess this
problem with machine learning tools and achieve best re-
sults in letting go those taxpayers that offer less risk of
tax compliance.

In our first approach on trying data mining techniques
to address the problem, we selected a certain RFB’s unit
that has been suffering from the large number of fiscal
lattice audits. The “Delegacia Especial de Pessoa Fsica”
(DERPF) or “Individual Taxpayers Special Office” is an
individual taxpayer specialized unit located at Sao Paulo
City, the Brazilian biggest city, in the most economically
active federation unit (State of Sao Paulo). This unit has
come to its limit of fiscal audits since its creation in 2014,
and has the largest number of this kind of audits in the
whole country. It was a natural choice for our first exper-
iments.

3.3 DATA UNDERSTANDING AND
PREPARATION

To answer the business question on how to improve the
selection of individual taxpayers caught in fiscal lattice,
we evaluated the sources of the information needed to
perform the data mining analysis. Our sample was taken
from audits performed by DERPF from years 2014 to
2016.

Basically, all individuals taxpayer information was taken
from internal systems, from online systems to data-
marts and datawarehouses. Most of taxpayer informa-
tion caught in fiscal lattice is available from tax returns,
but some information is taken from invoices and financial
operations. The exact properties retrieved by the data
extraction as well as the fraud/non-compliance rate are
classified information.

The final taxpayer table has 25,322 taxpayer’s returns
analyzed by tax auditors and classified as compliant or
non-compliant. Each line has, besides the dependent

1In 2015 this number decreased to 670,000 due to efforts in
better selecting individuals tax returns for audits

variable (compliant) other 20 characteristics of taxpay-
ers and information retrieved from returns and other sys-
tems. From these, 13,547 are women and 10,730 are
men. Other explanatory variables are information of tax
return and unfortunately cannot be specified because it
could present classified information, since the result of
the analysis could lead taxpayers to learn fraud patterns
and use that information to avoid being caught.

For preparation, all independent variables were analyzed
in order to remove the incomplete rows and to discretize
continuous ones to comply with the Bayesian network al-
gorithms constraints. The numeric variables where clas-
sified within bands in terms of average multipliers (one
average, half average, three times average, etc.). After
data preparation the final number of individual taxpayers
returns was 24,277.

All data preparation took place using R language2 and its
packages.

3.4 MODELING AND EVALUATION

We used bnlearn R package3 in order to run the
Bayesian network algorithms. Specifically the functions
naive.bayes and tree.bayes where chosen to create the
predictive models. The first is the well-known Naı̈ve
Bayes algorithm, which does not take parameters for cus-
tomizing the models and the former is an implementation
of the Tree-Augmented Naı̈ve Bayes (TAN) algorithm.
The TAN algorithm takes white list (force the inclusion
of arcs in Bayesian network), black list (force the exclu-
sion of arcs in Bayesian network), and mi4 parameters.

To create the predictive models we took the compli-
ant variable as dependent and the other 35 (thirty five)
information as independent variables. The sample of
24,277 where divided into training (80%) and test (20%).
No validation sample was needed since we used 10-
fold cross-validation technique with bnlearn’s function
bn.cv().

As stated in bn.cv() documentation (CRAN, 2016) k-
fold is a technique where the data is split in k subsets
of equal size. For each subset in turn, bn is fitted (and
possibly learned as well) on the other k - 1 subsets and
the loss function is then computed using that subset. Loss
estimates for each of the k subsets are then combined to
give an overall loss for data.

2
https://www.r-project.org/.

3
http://www.bnlearn.com/.

4The estimator used for the mutual information coefficients
for the Chow-Liu algorithm in TAN. Possible values are mi
(discrete mutual information) and mi-g (Gaussian mutual infor-
mation). We use discrete since all explanatory variables have
been discretized
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Since the proportion of compliant/non-compliant taxpay-
ers is classified information, we present the results of
the predictive models in terms of improvements from
the actual process of discharging taxpayers from fiscal
lattice. Since our dependent variable is compliant/non-
compliant, we are interested in evaluating the models by
specificity more than sensitivity, since it is more danger-
ous to let a non-compliant taxpayer go away without be-
ing audited than to select one that is compliant to be au-
dited.

Each Brazilian tax administration local unit is au-
tonomous and may choose whatever criteria it finds best
to dismiss taxpayers from fiscal lattice. So, to a matter
of possible comparison with our proposal, we consider a
linear cut (random selection) of taxpayers until it reaches
a units capacity. If, for example, an office has the ca-
pacity to audit 2,000 taxpayers per month, and there are
3,000, we consider the actual process to randomly choose
the 1,000 to be dismissed. The overall taxpayers wrongly
dismissed, is the same as the proportion between non-
compliant taxpayers from overall caught on fiscal lattice.
Our goal is to better predict if a taxpayer caught on fiscal
lattice is compliant or not. If we come to a specificity
considerably better than random selection, we achieve
our goal to let go as few non-compliant taxpayers as pos-
sible.

As we learn from Table 1, using Naı̈ve Bayes is already
a good tool to select those taxpayers which can and can-
not be dismissed from being audited. Tree-Augmented
Naı̈ve Bayes had no major advantages, despite the cus-
tomization of parameters (root chose automatically or
user defined).

Table 1: Predictive Models by Algorithm/Parameters

Algorithm Performance Rate

Naive Bayes 41 %
TAN (auto root) 34 %
TAN (selected root) 35 %

Therefore, the predictive models in this first results
showed optimistic results, resulting in a increase of more
then 30% in tax audit selection in comparison to ran-
domly discharging taxpayers. It is major to recollect that
the taxpayers caught in fiscal lattice have already been
through a risk based process of selection and any increase
in this criteria is a leverage in using Bayesian networks
to build models of tax compliance.

4 CONCLUSION AND FUTURE WORK

Brazil has been through a major crisis and the respon-
sibility of the RFB as a tax administration has also in-
creased in order to guarantee the revenue for public poli-
cies. A better selection of tax audits save resources and
increase the performance of the collecting tax process.
Our approach on creating predictive models to improve
the risk based selection of the so called “fiscal lattice”
proved to be a promising one based on the first results.

We intend to use different approaches and Bayesian
networks algorithms in order to create compliance risk
scores and leave the decision of taxpayers being compli-
ant or not to the tax officers and possibly increase the
specificity. The approach in the present work delegates
this decision to the prediction algorithm.

Furthermore we will try and build Bayesian networks
with larger samples and more tax units and include
more information about the taxpayer, since in this
work we basically used income tax returns and registry
information. Financial transactions and invoice data
could be interesting explanatory variables and will be
used in future applications.
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Abstract 

Our framework supporting non-technical subject 
matter experts’ authoring of useful Bayesian 
networks has presented requirements for fixed 
probability soft or virtual evidence findings that we 
refer to as target beliefs.  We describe exogenously 
motivated target belief requirements for model 
nodes lacking explicit priors and mechanistically 
motivated requirements induced by logical 
constraints over nodes that in the framework are 
strictly binary.  Compared to the best published 
results, our target belief satisfaction methods are 
competitive in result quality and processing time on 
much larger problems.   

1. INTRODUCTION 

The variety of soft or virtual evidence finding on a Bayesian 
network (BN) node in which a specified probability 
distribution must be maintained during BN inference—called 
a fixed probability finding by (Ben Mrad, 2015) and called a 
target belief here—has received limited attention.  Published 
results for inference algorithms respecting such findings have 
addressed small, artificial problems including at most 15 
nodes (Peng et al., 2010; Zhang et al., 2008).   

Our work on one real application has required addressing 
dozens of such findings in a BN comprising hundreds of 
nodes.  In this context, target beliefs are motivated by 
modelers’ need to address authoritative sources exogenous to 
the model itself, where beliefs should hold for selected non-
BN root model nodes—i.e., nodes lacking explicit prior 

  
1 Including top-level node priors as a degenerate case. 

2 Our framework automatically computes CPTs (see section 2) to reflect a 

modeler’s specified strength with which a child node (counter-)indicates 

its parent node.  So, modifying CPTs is appropriate only when modifying 

these strengths is.  Likewise, the representation would not naturally 

probability distributions (that otherwise might be used to 
achieve target beliefs directly).   

For example, if a binary node Divorces appears deep in a 
person risk assessment network as an indicator of a top-level 
binary node Trustworthy, usually (without target beliefs or 
other node findings) the network’s computed belief in 
Divorces will depend on the network’s conditional 
probability tables (CPTs)1—not on a published statistic about 
the divorce rate in an intended subject population.  To make 
our model’s belief in Divorces agree with the exogenous 
statistic, a modeler can: 

1. Adjust CPTs throughout the model to agree with the 
exogenous specification. 

2. Invoke Jeffrey’s rule (Jeffrey, 1983) to compute a 
likelihood finding on Divorces that achieves the 
specified belief. 

3. Specify a target belief for Divorces and rely on target 
belief satisfaction machinery to achieve the target. 

The first option is not entirely compatible with our modeling 
framework.2  The modeler’s manual effort under either of the 
first two options may be undermined as soon as s/he modifies 
the model again.3  The last option offloads the work of target 
belief satisfaction to an automated process—at the expense 
of executing that process, as often as necessary.  Execution 
time may be acceptable for a given use case if the model is 
small, if it is not modified often, or if model development is 
sufficiently simplified under this approach to enhance overall 
productivity.  As we intend our framework to be subject 
matter expert- (SME-)friendly, this option is attractive.  The 
more we can free a modeler to concentrate on higher-level 
decisions with greater domain impact, the more and better 
models s/he should be able to deliver.   

accommodate a conventional approach to machine learning of CPT 

entries. 

3 In principle, any of a large variety of modifications—including more 

invocations of this option to address additional exogenous 

probabilities—could affect computed belief in Divorces. 
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Our work adapting the framework to realize probabilistic 
argument maps for intelligence analysis (Schrag et al., 2016a; 
2016b) has surfaced powerful representations (Logic 
constraints—see section 4) that can improve model clarity 
and correctness and that often require target beliefs. 

In the following sections, we outline the framework, our large 
person risk assessment model, and the view of framework 
models as probabilistic argument maps.  We explain how 
Logic constraints can improve arguments (models) and how 
target beliefs can support such constraints.  We briefly review 
existing competitive target belief processing methods, then 
describe our own method and results.  

2. SME-ORIENTED MODELING 
FRAMEWORK 

We developed the framework to facilitate creation of useful 
BNs by non-technical SMEs.  Faced with the challenge of 
operationalizing SMEs’ policy-guided reasoning about 
person trustworthiness in a comprehensive risk model 
(Schrag et al., 2014), we first developed a model encoding 
hundreds of policy statements.  The need for SMEs both to 
understand the model and to author its elements inspired us 
to develop and apply a technical approach using exclusively 
binary random variables (BN nodes) over the domain {true, 
false}.  This led us to an overall representation that happens 
to extend standard argument maps (CIA, 2006) with Bayesian 
probabilistic reasoning (Schrag et al., 2016a; 2016b).   

In the framework, every node (or argument map statement4) 
is a Hypothesis.  Some Hypotheses are Logic nodes whose 
CPTs are deterministic.  Connecting the nodes are links 
whose types are listed in Table 1.  Argument maps’ 
SupportedBy and RefutedBy links correspond to our 
IndicatedBy and CounterIndicatedBy links. 

Table 1: Framework link types (center column).  For the last 
two link types, the argument map-downstream statement 
(BN-downstream node) is a Logic node. 

Argument 
map-

downstream5 
statement 

 

IndicatedBy 

Argument 
map-

upstream 
statement(s) 

 

CounterIndicatedBy 

MitigatedBy 

RelevantIf 

OppositeOf 

ImpliedByConjunction 

ImpliedByDisjunction 

 

We encode strengths for non-Logic node-input links (first four 
rows of Table 1) using fixed odds ratios per Figure 1.   

 

 

Figure 1: Odds ratios for discrete link strengths.  Absolutely is intended as logical implication.  We do not otherwise commit 
SMEs to absolute certainty.   

  

  
4 Our binary BN nodes correspond to propositions bearing truth values.  In 

the argument map point of view, these propositions may be understood 

to be statements. 

5 Per argument map convention, “downstream” is left, “upstream” right in 

the left-flowing argument map of Figure 3.  Except for Logic nodes, this 

is opposite of links’ causal direction in BNs. 
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A framework process (Wright et al., 2015) converts 
specifications into corresponding BNs.  The conversion 
process recognizes a pattern of link types incident on a given 
node and constructs an appropriate CPT reflecting specified 
polarities and strengths.  The SME thus works in a graphical 
user interface (GUI) with an argument map representation (as 
if at a “dashboard”), and BN mechanics and minutiae all 
remain conveniently “under the hood.”   

The framework includes stock noisyOr and noisyAnd 
distributions (bearing a standard Leak parameter) for BN 
nodes with more than one parent.  While these have so far 
been sufficient in our modeling efforts, we also could fall 
back to fine distribution specification.  We have deliberately 
designed the framework to skirt standard CPT elicitation, 
which can tend to fatigue SMEs.  Consider an indicator of h 
different Hypotheses, so with h BN parents and 2h CPT rows.  
Suppose belief is discretized on a 7-point scale.6 Then 
standard, row-by-row elicitation requires 2h entries.  With 
noisyOr or noisyAnd, we need only h entries bearing a 
polarity and strength for each parent, plus a Leak value for the 
distribution.   

We are working to make modeling in the framework more 
accessible to SMEs, particularly via model editing 
capabilities in the GUI exhibited in Figure 3.  (Schrag et al., 
2016a) describes our framework encoding of an analyst’s 
argument, favorable comparison of resulting modeled 
probabilities to analyst-computed ones, and favorable 
comparison of CPTs generated by the framework vs. elicited 
directly from analysts. 

3. PERSON RISK MODEL WITH 
EXOGENOUS BELIEF 
REQUIREMENTS 

Our person risk assessment application includes a core 
generic person BN accounting for interactions among beliefs 
about random variables representing different person 
attribute concepts like those in Figure 2.   

  
6 As (Karvetski et al., 2013) note, the inference quality of models developed 

this way usually rivals that of models developed with arbitrary-precision 

CPTs.  

 

Figure 2: Partial generic person attribute concept BN (top), 
with related event categories (bottom).  BN influences point 
(causally) from indicated concept hypothesis to indicating 
concept.  Stronger indications have thicker arrows.  A single 
negative indication has a red, double-lined arrow.   

The framework processes a given person’s event evidence to 
specialize this generic BN into a person-specific BN (Schrag 
et al., 2014). 

We have specified target beliefs for some two dozen nodes in 
the generic person network.  By processing the target beliefs 
in an event evidence-free context, we ensure that events have 
the effects intended, respecting both indication strengths and 
exogenous statistics.7   

4. INTELLIGENCE ANALYSIS MODEL 
MOTIVATING REQUIRMENTS FROM 
LOGIC CONSTRAINTS 

Figure 3 is a screenshot of a model addressing the CIA’s Iraq 
retaliation scenario (Heuer, 2013)8, where Iraq might respond 
to US forces’ bombing of its intelligence headquarters by 
conducting major, minor, or no terror attacks, given limited 
evidence about Saddam Hussein’s disposition and public 
statements, Iraq’s historical responses, and the status of Iraq’s 
national security apparatus.  This model emphasizes 
Saddam’s incentives to act.  By setting a hard finding of false 
on the incentive-collecting node SaddamWins, we can 
examine computed beliefs under Saddam’s worst-case 
scenario (and, by comparing this to his best-case scenario, 
determine that conducting major terror attacks is not his best 
move).  See (Schrag et al., 2016a) for details.  

7 Such a dividing line between generic model and evidence may not be so 

bright in a probabilistic argument map, where an intelligence analyst may 

enter both hypothesis and evidence nodes incrementally.   

8 See chapter 8, “Analysis of Competing Hypotheses.” 
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Figure 3: Statement nodes are connected by positive (solid grey line) and negative (dashed grey line) indication links of various 
strengths (per line thicknesses).  Argument flow (from evidence to outcomes) is from right to left—e.g., SaddamWins is 

strongly indicated by SaddamKeepsFace.  Outcome hypothesis nodes are circled in yellow.  SaddamWins (hard finding false) 
captures Saddam’s incentives to act or not.  Belief bars’ tick marks fall on a linear scale.  Colors are explained in (Schrag et 
al., 2016a), also (Schrag et al., 2016b). 

In developing the model in Figure 3, we identified some 
representation and reasoning shortcomings for which we are 
now implementing responsive capabilities (Schrag et al., 
2016b).  Relevant to our discussion here, TerrorAttacksFail 
(likewise TerrorAttacksSucceed) should be allowed to be true 
only when TerrorAttacks also is true.   

We are working towards Logic nodes supporting any 
propositional expression using unary, binary, or higher arity 
operators9.  When a Logic statement has a hard true finding10, 
we refer to it as a Logic constraint, otherwise as a 
summarizing Logic statement.  

We know that an attempted action can succeed or fail only if 
it occurs.  By explicitly modeling (as Hypotheses) both the 
potential action results and adding a Logic constraint11, we 
can force zero probability for every excluded truth value 
combination, improving the model.  See Figure 4.  The 
constraint node (left, in right model fragment) ensures that 
the model will believe in attack success/failure only when an 
attack actually occurs.  Setting the hard true finding on this 
node turns the summarizing Logic statement (left, in the left 
fragment) into the Logic constraint—but also distorts the 
model’s computed probabilities for the three Hypotheses.  
Presuming these probabilities have been deliberately 
engineered by the modeler, our framework must restore them.  
It does so by implementing (bottom fragment) a target belief 
(per the ConstraintTBC node) on one of the Hypotheses. 

 

Figure 4: Logic constraints can help ensure sound reasoning.   

  

  
9 See, e.g., https://en.wikipedia.org/wiki/Truth_table.  

10 A likelihood finding could be used to implement a soft constraint. 

11 This constraint can be rendered (abbreviating statement names) as (or (and 
occur (xor succeed fail)) (and (not Occurs) (nor Succeeds Fails))) or more 

compactly via an if-then-else logic function (notated ite) as (ite Occurs 
(xor Succeeds Fails) (nor Succeeds Fails))—if an attack occurs, it either 

succeeds or fails, else it neither succeeds nor fails.   
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We implement a target belief either (depending on 
purpose) using a BN node like ConstraintTBC or 
(equivalently) via a likelihood finding on the subject BN 
node.  The GUI does not ordinarily expose an auxiliary 
node like ConstraintTBC to a SME/analyst-class user.  

This example is for illustration.  We can implement this 
particular BN pattern without target beliefs.  We also could 
implement absolute-strength IndicatedBy links as simple 
implication Logic constraints.  However, this would not 
naturally accommodate one of these links’ key 
properties—the ability to specify degree of belief in the 
link’s upstream node when the downstream node is true—
relevant because we can infer nothing about P given P ! 
Q and knowing Q to be true. It also demands two target 
belief specs that tend to compete.  We are working to 
identify more Logic constraint patterns that can be 
implemented without target beliefs and to generalize 
specification of belief degree for any underdetermined 
entries in a summarizing Logic statement’s CPT.  

5. TARGET BELIEF PROCESSING 

Ben Mrad et al. (2015) survey BN inference methods 
addressing fixed probability findings—our target beliefs.  
The most recent published results (Peng et al., 2010) 
address problems with no more than 15 nodes (all binary).  
Apparently, earlier approaches materialized full joint 
distributions—these authors anecdotally reported late-
breaking results using a BN representation, with 
dramatically improved efficiency.  Mrad et al. report 
related capabilities in the commercial BN tools Netica and 
BayesiaLab.  Netica’s “calibration” findings are concerned 
with comparing predictions to real data and could help 
identify where target beliefs were needed, however would 
do nothing to satisfy them.  We have not experimented with 
BayesiaLab.  While our performance results may similarly 
be construed as anecdotal—we have not systematically 
explored a relevant problem space—we have addressed a 
much larger problem.  Our person risk assessment BN 
includes over 600 nodes and 26 target beliefs.   

The basic scheme of our target belief processing approach 
is to interleave applications of Jeffrey’s rule12 with 
standard BN inference.  Intuitively, each iteration—or 
“fitting step” (Zhang, 2008)—measures the difference 
between affected nodes’ currently computed beliefs and 
specified target beliefs, makes changes to bring one or 
more nodes closer to target, and propagates these changes 
in BN inference.  We continue iterating until a statistic over 
computed-vs.-target belief differences meets a desired 
criterion, or until reaching a limit on iterations, in which 
case we report failure.  Just as for hard findings and 

  
12 See (Jeffrey, 1983), as mentioned in section 1. 

13 See section 5.2. 

likelihood findings, not all sets of target beliefs can be 
achieved simultaneously.  In our intended incremental 
model development concept of operations (CONOPS), the 
framework’s report that a latest-asserted target belief 
induces unsatisfiability should be taken as a signal that a 
modeling issue requires attention—much as would the 
similar report about a latest-asserted CPT.   

We have implemented the following refinements to this 
basic scheme, improving performance.   

1. Measure beliefs on a (modified) log odds scale. 
2. Conservatively13 apply Jeffrey’s rule to all affected 

nodes in early iterations/fitting steps, then in late steps 
select for adjustment just the node with greatest 
difference between computed and target beliefs. 

3. Save the work from previous target belief processing 
for a given model (e.g., under edit) to support fast 
incremental operation. 

5.1 MODIFIED LOG ODDS BELIEF 
MEASUREMENT 

Calculating the differences between beliefs measured on a 
scale in the log odds family, vs. on a linear scale, better 
reflects differences’ actual impacts.  We use the function 
depicted in Figure 5—a variation on log odds in which each 
factor of 2 less than even odds (valued at 0) loses one unit 
of distance that we refer to as a bit.  So, for belief = 0.125 
we calculate –2 bits.   

 

Figure 5: Belief transformation function (modified log 
odds) used in calculating computed-vs.-target belief 
differences 

We express differences between beliefs in terms of such 
bits.  So, difference(0.999, 0.87) = 7.02 bits and 
difference(0.87, 0.76) = 0.90 bits, whereas both pairs of 
untransformed beliefs (that is, (0.999, 0.87) and (0.87, 
0.76)) have the same ratio, 1.14.14  The transformation 

14 This difference metric is more conservative than the Kullback-Leibler 

distance or cross-entropy metric used in (Peng et al., 2010)’s I-

divergence calculation.  The absolute value of this function also has 

the advantage of being symmetric. 

BMAW 2016 - Page 25 of 59



 

seems to inhibit oscillations among competing target 
beliefs.   

5.2 MULTIPLE ADJUSTING IN ONE FITTING 
STEP 

Moving all affected nodes all the way to their target beliefs 
in one fitting step is too aggressive in this model.  We can 
get closer to a solution by adjusting more conservatively.  
We found that applying Jeffrey’s rule to take affected 
variables {½ , 1/3, ¼, ...} of the way toward their target 
beliefs in successive fitting steps worked better than 
scaling calculated differences by any fixed proportion.  
This trick seems to be advantageous just for the first two or 
three fitting steps, after which single-node adjustments 
become more effective. 

Incorporating both this refinement and the preceding one 
and running with a maximum belief difference of 0.275 bits 
for any node (yielding adequate model fidelity for our 
application), we complete target belief processing in 19 
seconds (running inside a Linux virtual machine on a 2012-
vintage Dell Precision M4800 Windows laptop).15  That’s 
not necessarily GUI-fast, but this is a larger model than 
many of our SME users may ever develop.  Fitting steps 
took a little less than one second on average, with each 
step’s processing dominated by the single call to BN 
inference. 

These results remain practically anecdotal, as we have so 
far developed in our framework only this one large model 
including many target beliefs.  Experience with different 
models may lead to more generally useful values for run-
time parameters. 

5.3 INCREMENTAL OPERATION 

Under incremental operation, we execute only single-node 
fitting steps, as individual model edits usually have limited 
effect on overall target belief satisfaction.  So far, we have 
experimented with incremental operation only for our 
person risk model.   

Over two runs (with target beliefs processed in original 
input order vs. reversed): 

• Average processing times per affected node were 2.1 
and 2.3 seconds, respectively.  Individual target 
beliefs processed in about 1.1 seconds or less about 
half the time.  Figure 6 plots processing times for the 
first run, by affected node number, including a 4-
node moving average. 

• The least number of fitting steps was 0, the greatest 
17 (taking from 0 to 8.7 seconds).   

• Total run times were 54 and 59 seconds, respectively.  
So, batch (vs. incremental) processing can be 
advantageous, depending on CONOPS and use case. 

  
15 We found that tightening tolerance by a factor of 6.6 increased run time 

by a factor of 3.0. 

 

Figure 6: Run-time by affected node increment, with 4-
node moving average window 

6. CONCLUSION 

Target beliefs have an important place in our SME-oriented 
modeling framework, where their processing is supported 
effectively by our methods described here.  We might 
reduce or eliminate requirements for exogenous target 
beliefs by pushing SMEs towards arbitrary-precision link 
strengths (see Schrag et al. 2016b), but we are counting on 
target belief machinery to implement Logic constraints that 
make the SMEs’ accessible modeling representation more 
expressive and versatile—ultimately more powerful.  We 
expect target belief processing to be well within GUI 
response times for small models, including, per (Burns, 
2015), the vast majority of intelligence analysis problems 
amenable to our argument mapping approach.  We 
anticipate further work, especially to develop theory and 
practice for efficient implementation of different Logic 
constraint patterns. 
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Abstract

This paper presents a data mining project that
generated Bayesian models to assess risk of
corruption of federal management units. With
thousands of extracted features related to cor-
ruptibility, the data were processed using tech-
niques like correlation analysis and variance
per class. We also compared two different
discretization methods: Minimum Description
Length Principle (MDLP) and Class-Attribute
Contingency Coefficient (CACC). The feature
selection process used Adaptive Lasso. To
choose our final model we evaluated three dif-
ferent algorithms: Naı̈ve Bayes, Tree Aug-
mented Naı̈ve Bayes, and Attribute Weighted
Naı̈ve Bayes. Finally, we analyzed the rules
generated by the model in order to support
knowledge discovery.

1 INTRODUCTION

Currently, it is known that corruption is a recurrent and
primary subject on the Brazilian government agenda,
fundamentally requiring its ostensive and efficient com-
bat. Public corruption can be defined – supported by
Brazilian Law no. 8,429, of June 19921 – as the act of
misconduct or improper use of public office that leads to
illicit enrichment, causing injury to the public treasury
or infringing upon the principles of the public adminis-
tration.

The Brazilian Office of the Comptroller General (CGU),
an agency incorporated in the Presidency structure, has

⇤SAS, Quadra 01, Bloco A, Edificio Darcy Ribeiro Brasilia,
DF, Brazil

†Campus Darcy Ribeiro Brası́lia, DF, Brazil
1Brazilian Law no. 8.429, June 1992: http://www.

planalto.gov.br/ccivil_03/leis/l8429.htm

as one of its competences the role of assisting directly
and immediately the President on matters and measures
related to preventing and fighting corruption. Through
activities of strategic information production, the Depart-
ment of Research and Strategic Information (DIE) is the
area responsible for investigating possible irregularities
involving federal civil servants working in management
units.

Nowadays, there are more than thirty thousand active
federal management units2, all subject to investigation.
Due to this large number of units, most of the time
DIE is limited to performing only investigations of those
involved on large federal operations or recurrent com-
plaints, often restricting its activities to cases triggered
externally. Thus, it is important to have prioritization of
activities based on risks of involvement in corruption so
that DIE can act more effectively and proactively.

This work has two main objectives and contributions.
The first is to build a Bayesian model to assess risk of
corruption of federal management units. To this end, we
seek to apply data mining techniques based on the state-
of-the-art, along with a practical study of the information
related to corruption. Therefore, we wish to contribute
to CGU’s activities in fighting corruption by building
an useful model for their work priorization. Also, the
step-by-step of this data mining project might be inter-
esting for other practitioners, since it involves the com-
bination of several different methods. We show how we
applied correlation analysis and two discretization meth-
ods to process features, Adaptive Lasso for feature selec-
tion, and end up comparing three different algorithms to
choose our final Bayesian model. Hence, this work gives
contribution to practitioners while describing the appli-
cation of data mining techniques with a practical objec-
tive and singular combination of techniques.

2Management Units dataset: http://www.

tesourotransparente.gov.br/ckan/dataset/

siafi-relatorio-unidades-gestoras
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The second objective is to achieve knowledge discovery
in relation to information about corruptibility of federal
management units, seeking to extract new rules in this
domain. To this end, the information of management
units available – as well as its direct and indirect rela-
tionships with the federal civil servants working there –
are analyzed with the support of DIE experts in fighting
corruption. After building our final model, we analyzed
its derived rules. With this in mind, we wish to contribute
to the enrichment of the experts’ knowledge in fighting
corruption.

In Section 2, we depict works most closely related to
fighting corruption and how data mining has been used,
while in Section 3 we give an overview of the informa-
tion selected by DIE experts that will be used to build our
models. Section 4 describes steps taken to pre-process
data, such as correlation analysis, discretization, and also
feature selection. In Section 5 we show how we used
machine learning to build several models and Section 6
depicts our evaluation strategies. Section 7 discusses our
deployment efforts related to the products of this work
and we end this paper with a conclusion in Section 8.

2 RELATED WORK

In the last decade, observing current research areas, a
topic closely related to risk of corruption is fraud de-
tection. The main objective of fraud detection is to re-
veal trends of suspicious acts. For example, an emerg-
ing theme is to use data mining to detect financial fraud.
A review of the academic literature of such application
(Ngai et al., 2011) shows its successful use in detecting
credit card fraud, money laundering, bankruptcy predic-
tion, among others. This review also identifies common
data mining techniques used in fraud detection, includ-
ing Artificial Neural Networks, Decision Trees, Logistic
Regression, and Naı̈ve Bayes.

In this context, a recent survey on the subject of data
mining-based fraud detection (Phua et al., 2010) dis-
plays a summary of published technical articles and a
review on the topic. This survey, as well as other works
(Kou et al., 2004), includes comments on similar appli-
cations. Also, an individual-oriented corruption analysis
(Carvalho et al., 2014) was done building a corruption
risk model for affiliated civil servants with algorithms
like Random Forest and Bayesian Networks.

Regarding aspects of corruption, research related to pub-
lic bidding and contracting processes has also been car-
ried out, though not as widely as in fraud detection. The
use of clustering and association rules to the problem
of cartels in public bidding processes (Silva and Ralha,
2010) found results that corroborate the application of

data mining in the prevention of corruption. Another pa-
per (Balaniuk et al., 2012) shows the use of Naı̈ve Bayes
to evaluate the risk of corruption in public procurement.
The authors applied natural logarithm to discretize at-
tributes and based their assessment on the results of the
conditional probabilities defined by experts.

In addition, a recent paper (Carvalho et al., 2013)
presents the use of probabilistic ontologies to design and
test a model that performs the fusion of information to
detect possible fraud in bidding processes involving fed-
eral money in Brazil.

With respect to discretization algorithms, it has currently
received a lot of focus as a pre-processing technique,
mostly since many machine learning algorithms are
known to produce better models by discretizing continu-
ous attributes (Garcia et al., 2013). Two algorithms have
received generally great performance, namely: CACC
(Class-Attribute Contingency Coefficient) (Tsai et al.,
2008) and MDLP (Minimum Description Length Princi-
ple) (Irani, 1993). In this work we compare the results of
these algorithms after feature selection by creating mod-
els to allow us to choose the best results.

For feature selection, a recent review (Tang et al., 2014)
shows several different widely used techniques, such as
Adaptive Lasso (Zou, 2006). The Adaptive Lasso has ba-
sically two steps. First, an initial estimator is obtained,
usually using Ridge Regression (Zou, 2006). Then a op-
timization problem with a weighted L1 penalty is carried
out. The initial estimator generally puts more weight on
the zero coefficients and less on nonzero ones to improve
upon its predecessor: the Lasso (Zou, 2006). Compared
to the Lasso, the adaptive Lasso has the advantage of the
oracle property (Zou, 2006), resulting in a performance
as well as if the true underlying model were given in
advance. Compared to the SCAD and bridge methods
(Tang et al., 2014), which also have the oracle property,
the advantage of the adaptive Lasso is its computational
efficiency.

3 DATA UNDERSTANDING

Seeking to analyze corruptibility of federal management
units, various databases that DIE has access have been
identified as useful for this work. For a better under-
standing of the data, the available information were di-
vided into four dimensions, namely: Corruption; Em-
ployment; Sanctions; and Political.

Some of the information treated in this work are related
to the federal civil servants that work in the management
units. These information can give an idea of how much
power a certain unit concentrates or how much influence
the civil servants bring to the unit environment.
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Due to the limited size of this paper, we present each
dimension giving only an overview of the existing
databases and relevant information identified by DIE ex-
perts regarding possible relationships with corruptibility.

3.1 CORRUPTION DIMENSION

CGU maintains the Federal Administration Registry of
Expelled (CEAF)3, which is a database with information
that gathers expulsion penalties (expel, retirement abro-
gation, and dismissal) of federal civil servants since the
year of 2003.

This database will be used to define management units
that are corrupt, namely the positive class in our machine
learning algorithms. The first paragraph of the Section 4
describes how this is done.

3.2 EMPLOYMENT DIMENSION

The employment dimension covers the information of
management units regarding the federal civil servants
that work there. It may be related to basic information
such as office time and income, or even data that exposes
the importance of the unit the servant is working – such
as number of coordination roles or critic public offices
like those that deal directly with public resources or fi-
nancial assets.

Most of the information comes from the Human Re-
sources Integrated System (SIAPE) of the Brazilian Fed-
eral Government4.

For the employment dimension, the experts in fighting
corruption of DIE selected 16 different information, that
later can be transformed in 16 or more different features
in the data preparation phase. Examples of these infor-
mation are: mean, maximum, and minimum monthly in-
come; number of coordination roles that deal with public
contracts; number of roles for specific activities such as
head of regional agency.

3.3 SANCTIONS DIMENSION

The sanctions dimension covers the information of man-
agement units that got sanctioned, due to practices of bad
management of public money. We used sanctions in the
Accounts Judged Irregular (CADIRREG) from the Fed-

3CEAF – Link: http://www.

portaldatransparencia.gov.br/expulsoes/

entrada

4Website for the Human Resources Integrated System
(SIAPE) of the Brazilian Federal Government: http://

www.siapenet.gov.br

eral Court of Accounts (TCU)5, that judges the accounts
of each management unit, deciding about its regularity
according to Brazilian laws. Similarly, we used CGU’s
certificates of management irregularity6.

Therefore, the experts in fighting corruption of DIE se-
lected four different information, that later can be trans-
formed in four or more different features in the data
preparation phase. Examples of these information are:
number of accounts judged irregular from TCU; and
number of regularity certificates from CGU.

3.4 POLITICAL DIMENSION

The political dimension covers data of federal civil ser-
vants related to political activities, namely analyzing in-
formation of affiliation to political parties. By getting the
affiliated servants of each management unit, we can mea-
sure how much each political party influences the units
and if this will relate to corruption. The main database
comes from Superior Electoral Court (TSE)7.

Taking into account the knowledge of DIE experts, from
the data provided by TSE we selected nine different in-
formation. Examples are: number of affiliations for a
given political party and total number of affiliated ser-
vants in each management unit.

4 DATA PREPARATION

The data to be prepared are extracted for two classes,
called “Corrupt” and “Non Corrupt”. On one hand, “Cor-
rupt” management units are those that throughout its his-
tory have had at least one civil servant who was expelled
due specifically to corruption. In other words, units that
had corrupt civil servants, which are those registered in
CEAF whose legal basis for expulsion is consistent with
our definition for corruption, as stated in Section 1.

On the other hand, to build the “Non Corrupt” group,
we sampled a large group of management units and re-
moved those considered “Corrupt” by definition, keeping
the random sample proportion.

Thus, the dataset for non corrupt was created with a ran-
dom sample of approximately 4,800 federal management
units – amount approximately 8 times greater than the
number of corrupt units.

5CADIRREG: http://contas.tcu.gov.br/

cadirreg/CadirregConsultaNome

6CGU’s audits reports: http://sistemas.cgu.gov.
br/relats/relatorios.php

7TSE repositories: http://www.tse.

jus.br/eleicoes/estatisticas/

repositorio-de-dados-eleitorais
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The data preparation phase includes feature selection
and goes through the following steps, which will be de-
scribed in the next sections:

• Data Cleaning and Feature Engineering: Adjusts
the dataset;

• Preliminary Analysis: Treats variance zero per class
and correlation;

• Data Separation: Segregates data for training and
testing;

• Intermediary Analysis: Variance and correlation fil-
tering;

• Feature Selection: Uses Adaptive Lasso;

• Discretization: Applies MDLP and CACC;

4.1 DATA CLEANING AND FEATURE
ENGINEERING

Besides usual data cleaning activities – such as adjust-
ment of inconsistencies, data conversion, and standardiz-
ing data types – the treatment of missing values was also
conducted. For categorical variables we created a cate-
gory “NA” representing the absence of values for a given
variable. As for counting numerical variables, missing
values represent the actual value of zero, so they were
replaced by such value. In addition, other fields with
missing values were treated individually. For example,
date of cancellation of party affiliation, when affiliation
still active, were replaced by a current date in order to
create features for time of affiliation.

On feature engineering, first we created binarized fea-
tures for all the categorical variables. Then, since some
information can be registered more than once for a given
management unit – for example, one can have several
regularity certificates – we had to summarize the features
for each unit. With only numerical features, a few of
them were summarized by creating features with maxi-
mum, minimum, average, and total. For example, annual
income was transformed into maximum annual income,
minimum annual income, and mean annual income.

After this step, we had created 2,238 different features.

4.2 PRELIMINARY ANALYSIS

At first we removed features that had variance, within
one of the classes, equal to zero, since with zero class-
variance algorithms might bring estimates of coefficients
that do not generalize (Hosmer et al., 2013). After calcu-
lating class-variance for each of the 2,238 features, 747

of them were removed – most of these being related to
binarized categorical variables.

We also preliminarily addressed perfect pairwise correla-
tion, which accounts for redundant information and may
give biased estimates. Perfectly correlated features may
have been added accidentally, or may have arisen after
feature engineering.

Among the 1,495 variables analyzed, 96 – 48 pairs – re-
turned perfect correlation. DIE experts chose which to
eliminate in each pair.

4.3 DATA SEPARATION

At this point, our complete dataset had 688 corrupt units
and 4,792 non corrupt units, with 1,447 features.

In this step we created two different datasets: Training
Data (DT) and Testing Data (DTE). The first will be used
through all data preparation and modeling, while the sec-
ond will only be used as a final test after choosing the
best final model.

To keep the original balance, DTE was created using a
random sample of 20% of corrupts plus 20% of the non
corrupts, and DT stayed with the remaining data, corre-
sponding to 80% of the complete dataset.

4.4 INTERMEDIARY ANALYSIS

Similarly to the Preliminary Analysis, we again analyzed
the class-variance. This resulted in removing 62 features
with zero variance in one of the classes.

Nevertheless, in the intermediary analysis we did a dif-
ferent correlation analysis, following the well known hy-
pothesis (Hall, 1999): “A good feature subset is one that
contains features highly correlated with (predictive of)
the class, yet uncorrelated with (not predictive of) each
other”.

Initially we calculated the correlation matrix of the re-
maining 1,376 features, also adding their correlation with
the class column indicating corruptibility – 0 to non cor-
rupt units and 1 to corrupt units. Then we filtered pairs of
features with correlation equal or greater than 0.70 (ab-
solute value) – number generally considered high cor-
relation (Taylor, 1990). After that, the resulting matrix
was sorted in descending order regarding the correlation
of the features in relation to the class.

Thereafter, the rows of the matrix were traversed from
the features with the largest correlation to the class. In
each row, we kept the feature with the highest correlation
with the class and removed the remaining features – from
the dataset and the matrix – that had inter-correlation
higher than 0.70 (absolute value).
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With this algorithm we eliminated 468 features that had
absolute correlation equal or greater than 0.70, thus re-
maining 910 features.

Such an approach was used to try to avoid the collinear-
ity problem, mainly due to the fact that it is impossible to
analyze all the possible combinations of feature groups,
involved in this work. Thus, the correlation heuristic of
each feature with its class – although not fully reflected in
a model due to interactions between the features – serves
as a technique to try to keep the theoretically most signif-
icant features – considering the correlation with class8.

4.5 FEATURE SELECTION

To perform feature selection, each dataset passes through
a regularized regression, specifically using Adaptive
Lasso. For this purpose, we start by performing Ridge
Regression with 10-fold cross-validation on the DT
dataset. The estimates of the coefficients are used to
construct an adaptive weights vector. With this vector
introduced as the penalty factor, we implement Adaptive
Lasso with 10-fold cross-validation. It is worth noticing
that the Adaptive Lasso can force some of the coefficients
to have estimates exactly equal to zero, thereby reducing
the number of features.

After feature selection with Adaptive Lasso, we selected
144 features. The 10-fold cross-validation resulted in a
AUC (Area Under the ROC Curve) (Bradley, 1997) of
0.85, considered satisfactory.

4.6 DISCRETIZATION

In recent years, discretization has received increasing re-
search attention (Garcia et al., 2013). In the case of
non-monotonic variables, the use of discretization tech-
niques proves to be essential since it makes it possible to
separate an original non-monotonic variable in various
monotonous derived covariates (Tufféry, 2011). Also,
when thinking about Bayesian models, some algorithms
need all the features to be categorical, and discretization
is a method of doing so.

In recent research (Garcia et al., 2013), two algorithms
have received generally great performance, namely:
MDLP (Minimum Description Length Principle) (Irani,
1993) and CACC(Class-Attribute Contingency Class)
(Garcia et al., 2013). We compare these algorithms by
later creating models for groups of features discretized
with each method.

Accordingly, we have generated two different datasets
from DT, one dataset for each discretization method

8It may be useful to use different methods to analyze corre-
lation in future work.

used. The dataset discretized with MDLP algorithm re-
turned 23 binary features, while CACC returned 66 – the
reason these datasets have less features than the original
is due to the fact that constant features were automati-
cally removed.

5 MODELING

In the modeling phase we started by creating models for
each of the datasets discretized with MDLP and CACC.
For this, we created Bayesian models using three dif-
ferent algorithms: Naı̈ve Bayes (Lowd and Domingos,
2005), Tree Augmented Naı̈ve Bayes (Zheng and Webb,
2011), and Attribute Weighted Naı̈ve Bayes (Taheri et al.,
2014).

This task was done using the R Package named caret9.
We used 10-fold cross-validation to evaluate AUC and
tried several different combinations of parameters for
each of the three algorithms – from 20 to 60 combina-
tions. For example, for Tree Augmented Naı̈ve Bayes
we used three score functions (loglik, bic, aic) each along
side 20 different values for smoothing (from 0 to 19). Af-
ter these models were built, caret selects the one with the
combination of parameters that resulted in the best AUC
value for each algorithm.

5.1 DISCRETIZATION SELECTION

The first step is to choose the most suitable discretization.
With this in mind, for each discretized dataset we take
the average results of AUC for the three algorithms used,
again using 10-fold cross validation to try to estimate the
out-of-sample results. The mean AUC outcomes are de-
picted in Table 1, along side the number of features each
dataset has.

Table 1: Mean Results of Bayesian Models for each Dis-
cretized Dataset

Discretization No. of features AUC
MDLP 23 0.82
CACC 66 0.83

Although the results for the dataset with CACC dis-
cretization were slightly better, it is desirable to minimize
the number of features considered in a model. Mainly
models with less features tend to be more numerically
stable and be adopted more easily. Also, a model with
less features can avoid overfitting and increase its inter-
pretability.

9R Package caret: https://cran.r-project.org/
web/packages/caret/index.html
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Therefore, we chose to select the features discretized
with MDLP, since the respective model achieved results
close to CACC but kept almost three times less features.

5.2 MODEL SELECTION

With the discretized dataset chosen, we now evaluate
the Bayesian models built with the three algorithms:
TAN (Tree Augmented Naı̈ve Bayes) AW-NB (Attribute
Weighted Naı̈ve Bayes) and NB (Naı̈ve Bayes). The
AUC outcomes are showed in Table 2.

Table 2: Results of Bayesian Models for MDLP Dataset

Algorithm AUC
TAN 0.8272

AW-NB 0.8207
NB 0.8244

Observing the results we chose the Bayesian model cre-
ated with NB (Naı̈ve Bayes) to be our final model, since
it is more interpretable and simpler, while keeping prac-
tically the same results as the other two models.

6 EVALUATION

In the evaluation phase, we start by analyzing the re-
sults of the final model on the testing data separated on
the beginning of this work. Finally, we analyzed the
conditional probabilities of the features to extract useful
knowledge regarding fighting corruption.

6.1 TESTING DATA

To ultimately validate our final model, we used the
dataset separated in the data preparation phase for this
purpose: the testing dataset (DTE). The first step here is
to adjust DTE to have the same 23 final features selected
from MDLP discretization.

Then, applying the final model on DTE we got AUC of
approximately 0.76. Hence, we consider the results sat-
isfactory. The reason being that the results are just a lit-
tle below those obtained in the training dataset and are
higher than 0.70, considered to be a threshold of good
models.

6.2 KNOWLEDGE DISCOVERY

Observing the conditional probabilities of the final
model, we extracted the rules it follows to define cor-
ruptibility for federal management units. This knowl-
edge discovery aims to give a contribution to the activ-
ities of fighting corruption. Some of the main rules ex-

tracted that indicate an increase of risk of corruption are
showed below.

• Accounts judged irregular by TCU;

• Responsibilities related to financial activities;

• Substitution public functions for controlling ex-
penses;

• Number of requested civil servants allocated;

• Heading roles on regional agencies;

• Political party affiliations;

• Activities spread by multiple municipalities; and

• Number of public offices occupied by designation
(without a selective process).

After discussing the main rules with DIE experts, they
made a few comments in order to rationalize upon the
knowledge discovered by the model.

• Accounts judged irregular by TCU are themselves
by definition scenarios that involve inadequacies or
irregularities;

• Responsibilities related to expenses and financial
activities are critical, since they involve public re-
sources and possible embezzlements;

• A management unit with several civil servants al-
located by request might show a scenario of poor
strength of the internal career;

• The heading roles related to regional management
units usually have civil servants holding a relatively
high amount of decision-making power with greater
discretion, displaying a scenario of high propensity
to corruption;

• Political party affiliations are related to greater po-
litical influence in decisions of public interest on the
federal management units;

• Units with activities on many municipalities have to
deal with decentralization problems; and

• Public offices employed by designation are occu-
pied in the government due to nomination from
discretionary authorities, not necessarily related to
merit.

Therefore, by analyzing the rules together with the ex-
perts’ comments, we see that the results have reason-
able suitability in scenarios involving federal manage-
ment units.
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7 DEPLOYMENT

In the deployment phase, we created a Web application to
allow managers at CGU to query management units and
analyze their risk of corruption. With paths of grouped
queries, managers can now view management units or-
ganized by their agencies. They are also able to perform
ad-hoc queries, using as input unique identifiers of man-
agement units to obtain risk of corruption analysis for an
individual unit or groups of them.

To deploy the predictive model to assess risk of corrup-
tion we simply implemented the calculation of Naı̈ve
Bayes with the conditional probabilities for the features
selected on our final model. Using the output probabil-
ities given by the model, we then discretized the results
manually to only show risk categories, specifically: less
than 0.20 as Very Low; equal or greater than 0.20 but
less than 0.40 as Low; equal or greater than 0.40 but less
than 0.60 as Medium; equal or greater than 0.60 but less
than 0.80 as High; and equal or greater than 0.80 as Very
High.

The Web application also generates pdf reports contain-
ing, for a given management unit: risk of corruption, av-
erage and maximum risk of corruption of the manage-
ment units on the same agency. The application not only
shows risk results, but also several other government data
related to each management unit, allowing a general view
of each unit.

With the application running, we started to present this
work to all areas of CGU. Currently, several activities in-
volving management units are being prioritized using our
risk of corruption predictive model together with other
information.

8 CONCLUSION

This paper described a data mining project that generated
Bayesian models to assess risk of corruption of federal
management units. We analyzed data from several gov-
ernment databases and, with the help of DIE experts, we
developed thousands of important features. These vari-
ables were prepared and pre-processed removing those
with zero class-variance and high inter-correlation.

Feature selection was done using Adaptive Lasso, which
selected the 144 most relevant features. We compared
two different discretization methods: CACC and MDLP.
Bayesian models were built for datasets discretized with
the two methods using the following algorithms: Naı̈ve
Bayes, Tree Augmented Naı̈ve Bayes, and Attribute
Weighted Naı̈ve Bayes. To first choose the best dis-
cretization method we evaluated our results obtaining
the average of the 10-fold cross-validation metrics per-

formed per dataset. MDLP was chosen due to great re-
sults aligned with a considerable reduction of the number
of features selected – from 144 to 23.

After choosing the dataset discretized with MDLP we
evaluated the AUC for the three algorithms used on mod-
eling. The results were very close, approximately 0.82.
Therefore, we chose the model created with Naı̈ve Bayes
to be our final model, since it is more interpretable and
simpler.

The dataset labeled Testing (DTE) separated on data
preparation was then used to confirm the validity of the
final model. DTE showed AUC of approximately 0.76.

Finally, the rules of the final model were extracted. With
help from DIE experts, we derived knowledge for corrup-
tion fight activities. Rules generated and experts’ com-
ments were outlined to give an overview of the results.

The predictive model from this project was also deployed
in a Web application, allowing managers from CGU to
query and analyze federal management units regarding
their risk of corruption. With the results of our model,
CGU is already prioritizing corruption related activities
to help maximize audits efficacy.

Therefore, this work contributed with an end-to-end data
mining project overview, with application of several
state-of-the-art techniques. We reinforced CGU’s activ-
ities in fighting corruption by building an useful model
to assess risk of corruption of federal management units.
The knowledge discovered is also increasing the exper-
tise of DIE analysts. With the Web application devel-
oped from this project, we help potentially save millions
in public resources. Additionally, with risk assessment
we encourage proactive audits, helping managers plan
their work. To that end, we generate impact nationwide
in fighting corruption.
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Abstract 

A POMDP is a tool for planning:  selecting a 
policy that will lead to an optimal outcome. 
Response to intervention (RTI) is an approach to 
instruction, where teachers craft individual plans 
for students based on the results of progress 
monitoring tests.  Current practice assigns 
students into tiers of instruction at each time 
point based on cut scores on the most recent test.  
This paper explores whether a tier assignment 
policy determined by a POMDP model in a RTI 
setting offer advantages over the current practice. 
Simulated data sets were used to compare the 
two approaches; the model had a single latent 
reading construct and two observed reading 
measures: Phoneme Segmentation Fluency (PSF) 
for phonological awareness and Nonsense Word 
Fluency (NWF) for phonological decoding. The 
two simulation studies compared how the 
students were placed into instructional groups 
using the two approaches, POMDP-RTI and 
RTI. This paper explored the efficacy of using a 
POMDP to select and apply appropriate 
instruction. 

1. INTRODUCTION 

Statistics gathered by local school districts reflect that 
roughly 30% of their first-grade students read below 
grade level standards (Matthews, 2015). Moreover, 
Landerl and Wimmer (2009) reported that 70% of 
struggling readers in first grade continued to struggle in 
eight grade when no intervention was provided. 

Mastropieri, Scruggs, and Graetz (2003) argued that 
reading is the main problem for most students with 
learning disabilities.   

Torgesen (2004) asserts that reading consists of five 
components: phonological awareness, phonological 
decoding, fluency, vocabulary, and reading 
comprehension. According to the Simple View Theory of 
Reading Development (Gough & Tunmer, 1986) for 
children at young ages, mastery of the first two 
components, phonological decoding and phonological 
awareness, generate the remaining three reading 
components: fluency, vocabulary, and reading 
comprehension.  A lack of either phonological decoding 
or phonological awareness affects the other components 
and causes reading difficulties. Because the development 
of reading skills is critical, instructors should identify 
children with reading difficulties and provide additional 
instructional support (Catts, Hogan & Fey, 2003). 

Response to intervention (RTI) is an educational 
framework designed to identify students with difficulties 
in reading and math, and intervene as early as possible by 
providing more intensive instruction for students who 
need it. The RTI approach divides instruction into Tiers; 
each tier includes different intervention or instruction.  
The RTI process starts with screening tests which monitor 
general knowledge and skills of all students in the class. 
The screening tests are administered on multiple 
occasions during a school year. The screening test results 
provide teachers with a rough estimate of each student’s 
proficiency that guides the assignment of students into 
appropriate tiers of instruction. RTI has produced good 
results in both research and operational settings, and 
hence is considered to be one of the evidence-based 
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practices for improving reading and preventing learning 
disabilities (Greenwood et al., 2011). 

Ideally, the placement into Tiers of students in an RTI 
program would be based on their unobservable true 
proficiency.  As this is unobservable, the placement 
decision is instead made basis of the estimates of 
proficiency from screening tests.  Often in current 
practice this is implemented through a cut score on the 
most recent screening test.  Naturally, a certain amount of 
measurement error causes some students to be placed 
incorrectly.  Considering the entire (both students’ 
previous screen-tests results and changes in instruction) 
history in account should improve the proficiency 
estimates performance. Almond (2007) suggested that this 
could be done using a partially observed Markov decision 
process (POMDP) — partially observed, because the true 
student proficiency is latent; a decision process, because 
the instructors decide what instruction or intervention to 
use between measurement occasions.   

A POMDP is a probabilistic and sequential model. A 
POMDP can be in one of a number of distinct states at 
any point in time, and its state changes over time in 
response to events (Boutilier, Dean & Hanks, 1999). One 
noteworthy difference between a RTI approach and a 
POMDP model is that most RTI approaches use only the 
latest test results to identify students’ proficiencies and 
assign them to appropriate tier (Nese et al., 2010). We call 
the approach the current-time only-RTI model. On the 
other hand, a POMDP-RTI model is the combination of a 
periodically applied screening test, and the RTI into a 
POMDP model. Additionally, a POMDP considers the 
students’ entire histories (both actions and test scores) 
when determining appropriate interventions at in order to 
identify their current abilities and forecast their future 
abilities under competing policies. Therefore, a POMDP- 
RTI model should perform better than current-time only-
RTI model.    

To test the last assertion, this paper compares the 
POMDP-RTI model with the current-time only-RTI, 
evaluating the predictive accuracy of each model, the 
quality of the instructional plans produced and the reading 
levels achieved at the end of the year.  It does this through 
simulation studies based on numbers obtained from fitting 
the POMDP model to a group of kindergarten students in 
an earlier RTI study (Al Otaiba, Connor, Folsom, 
Greulich, Meadows, & Li, 2011).  

2. METHOD 
Two simulated datasets were used in order to address how 
properly students are assigned to each tier based on their 
latent reading score in the POMDP-RTI model compared 

based on their observed score in the current-time only-
RTI model. The initial value of the parameters were based 
on a longitudinal Florida Center for Reading Research 
(FCRR) study of reading proficiency (Al Otaiba et al, 
2011) and data sets were simulated based on the Almond 
(2007) model in order to produce realistic data for 
answering the research question posed above.   The 
parameters of the simulation were chosen so that the 
distribution of scores on the screening test were similar to 
those of the Al Otaiba et al. study at both the initial and 
final measurement period. 

2.1 THE POMDP-RTI FRAMEWORK 

Almond (2007) describes a general mapping of a POMDP 
into an educational setting.  It is assumed that the 
student’s proficiency is measured at a number of 
occasions.  The latent proficiencies of the students is the 
hidden layer of the POMDP model.  The actual test scores 
are the observable outcomes, and the instructional options 
for the teacher between measurement occasions are the 
action space.  The utility is assumed to be an increasing 
function of the latent proficiency variable at the last 
measurement occasion; thus, it is finite time horizon 
model. 

Figure 1 show a realization of an RTI program in this 
framework. The nodes marked R represent the latent 
student proficiency as it evolves over time. At each time 
slice, there is generally some kind of measurement of 
student progress represented by the observable outcomes, 
Phoneme Segmentation Fluency (PSF) for phonological 
awareness and Nonsense Word Fluency (NWF) for 
phonological decoding. Tiers are instructional tasks 
chosen by the instructor and applied during time slices.  
Note that in an RTI implementation, Tier 1 refers to 
whole class instruction given to all students, while Tier 2 
is small group supplemental instruction generally given 
only to the students most at risk.  Students in Tier 2 are 
given the Tier 1 instruction as well.  

 
Figure 1: The POMDP-RTI model 

The Figure 1 was designed based on evidence-centered 
assessment design (ECD; Mislevy, Steinberg, & Almond, 
2003) we call this an evidence model. In general, both the 
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proficiency variables at Measurement Occasion m, Rm, 
and the observable multivariate outcome variables are 
PSFm and NWFm on that occasion. Extending the ECD 
terminology, Almond (2007) calls the model for the Rm's, 
the proficiency growth model. Following the normal logic 
of POMDPs this is expressed with two parts: the first is 
the initial proficiency model, which gives the population 
distribution for proficiency at the first measurement 
occasion. The second is an action, which gives a 
probability distribution for change in proficiency over 
time that depends on the instructional activity chosen 
between measurement occasions. 
 
There are two notable differences between the POMDP 
models used in this application and those commonly seen 
in the literature.  First, the models have a fixed and finite 
time horizon, with the reward occurring only at the last 
time step (although the actions at each step have a cost 
which is subtracted from the reward).  This removes the 
need for the usual discounting of future rewards.  The 
second is that the Markov process in non-stationary (it is 
hoped that the student’s abilities will improve over time).  
This produces a potential identifiability issue, as growth is 
difficult to distinguish between difficulty shifts in the 
measurement instruments (Almond, Tokac & Al Otaiba, 
2012).  Assuming that the screening tests have all be 
equated, hence are on the same scale, takes care of the 
identification issue.  An alternative approach would be to 
subtract the expected growth from the model, making the 
latent proficiency variable represent deviations from the 
expected growth model (Almond, et al., 2014). 

2.1.1 Proficiency Growth Model  

The model from which the data was simulated was a 
unidimensional model of reading with a single latent, 
continuous variable: Rnm, the reading ability of individual 
n on measurement occasion m.  In this case, N was 300 
students and M represented the three equally spaced time 
points, t1, t2, t3.  (RTI screening tests are typically given 3 
times per year.) 

This study assumed that a teacher provided general 
instruction to all the students until the first time point, t1, 
and that the initial ability distribution was normal,          
R0 ~ N(0,1). As this is a purely latent variable, the scale 
and location is arbitrary.  Fixing the initial population to 
have a standard normal distribution establishes the scale.  

After analyzing the results of assessments administered 
at t1, the teacher delivered additional and more intensive 
instruction to students who were assigned to Tier 2, but 
delivered only general instruction to students in Tier 1. 
The tier to which student n is assigned at time m is 
represented by a(n,m). The growth rate for the students is 

assumed to depend on the tier assignment.  Thus, for 
measurement occasion m > 1, 

Rnm = Rn(m-1) + γa(n,m) ΔTm + ηnm,              (1)                                                  

where     ηnm ~N(0, σa(n,m)�∆𝑇𝑇𝑚𝑚), 

and where ΔTm represents the elapsed time period 
between measurement occasions m and m-1 for Tier 1 and 
Tier 2. In this study, each school year was equal to 1, and 
ΔTm was fixed and equal to 1/M (e.g. M = 3, so ). 
The parameter γa(n,m) is a tier-specific growth rate and it 
was fixed and had two different initial values for each 
tier. We set γam = 0.9 for Tier 1, and γam = 1.2 for Tier 2.  
The residual standard deviation, σa(n,m)�∆𝑇𝑇𝑚𝑚, depends on 
both a tier-specific rate, σa(n,m), and the length of time, 
ΔTm, between measurements (thus, growth is occurring 
via a non-stationary Brownian motion process). The 
standard deviation of the growth per unit time, σa(n,m), was 
fixed to 1 for both tiers.  

2.1.2 Evidence Model   

The evidence model involved two independent 
regressions, one for each observed variable i. These two 
observable variables were chosen because they are critical 
reading components for later reading performance in the 
first two years of elementary school (Rock, 2007).  Let 
Ynmi be the observation for individual n at measurement 
occasion m on observed variable i of the proficiency 
variables, then: 

Rn0 ~ N(0,1)  

                Ynmi = ai + biRnm +𝜀𝜀𝑛𝑛𝑚𝑚𝑛𝑛,             (2)                                          

𝜀𝜀𝑛𝑛𝑚𝑚𝑛𝑛 ~ N(0, ωi).          

The reliability of the instruments can be used to determine 
b and ω. The reliability of an observed variable i at any 
time point was represented as ri.  In classical test theory, 
the reliability is the squared correlation coefficient 
between the true score and the observed score of the 
student. This definition translates into an equation as 

     ri = 1- (Varn(ϵnmi)/ Varn(Ynmi))                                                    

where Varn(.) indicates that the variance comes from 
individuals (where measurement occasion and instrument 
are considered as constant). Then  

   bi = 𝜎𝜎𝑌𝑌𝑖𝑖/𝜎𝜎𝑅𝑅𝑖𝑖*√𝑟𝑟2    and                                                       

 ωi =𝜎𝜎𝑌𝑌𝑖𝑖*√1 − 𝑟𝑟2 

In order to make ri = .45 at each time point, tm, for the 
measurement of each skill on observed variable i, bi = .98 
and ωi = .65 was used at tm.   These numbers are 
comparable to reading measures commonly used with 1st 
grade students.  At this point, the model is very close to 
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the model described in Almond, Tokac and Al Otaiba 
(2012), except that the previous work assumed all 
students were in the same Tier.  Appropriate values for a 
and b depend on the scale of the instruments chosen.  The 
values used in the simulation were chosen so that the 
mean and standard deviation of the simulated data 
matched the data set from Al Otaiba et al. (2011) at the 
first and last time points. 

2.1.3 Decision Rules   

The key research question compares the performance of 
the system under two different policies.  The first is a 
fixed decision rule implicit in the current-time RTI policy:  
Students who are below a cut-score on either of the two 
screening tests are placed into Tier 2 instruction.  The 
second policy is the optimal policy found by solving the 
POMDP.  Implementing this policy requires an explicit 
specification of the utility function and the cost function 
for the instructional options. 

Many RTI implementations used the reference score 
(general class median score or some other percentile rank) 
as a cut score for assigning each student to either the 
Tier 1 or Tier 2 group. The simulated model used 
different Tier 2 for each of the two screening tests (NWF 
and PSF) giving four possible Tier assignments. For 
instance, if a student’s score on the NWF test is lower 
than the cut score for NWF but higher for PSF, the 
student was assigned to Tier 2 for NWF and Tier 1 for 
PSF.  (This differs slightly from the common practice 
which would put students who fail to meet the cut on 
either measure into a single Tier 2.)  

The POMDP forecasts expected learning under each 
possible outcome and assigns students to tiers in a way 
that balances the expected learning gains with the cost of 
instruction. The utility function is the expected gain at the 
last time point and the cost function is the sum of costs of 
applied instruction at each state.  The benefit is always 
higher for Tier 2, as is the cost. However, the cost exceeds 
the utility of the benefit for some regions of the 
distribution because the utility is nonlinear, while for 
other regions it does not.  

The contact hours with the instructor drive the cost of 
each block. Cost is high for more intensive instruction in 
Tier 2, and, without loss of generality, it is zero for Tier 1, 
as all students receive Tier 1 instruction. The cost 
function consists of three components: the frequency with 
which the group meets, fa, the duration of the meeting 
time, da, and size of the group, ga (Almond & Tokac, 
2014).     Then  

 c(a) = k fa da/ga ,                              (3)                                

represents the model cost of taking action or activity a in 
state s, where k is a constant used to put the cost function 
on the same scale as the utility function. In this study, the 
cost value was fixed at c(Tier 2) = 0.1 and  c(Tier 1) = 0. 

The utility function is  

   u(RM)  =  logit-1(α(RM -β)).       (4)                                             

In this equation α and β are fixed parameters; β is a 
proficiency target, which is on the scale of the internal 
latent variable RM. Specifically β = 0.5 for Tier 1 and β= 
0.1 for Tier 2. Also, α is a slope parameter, and α= 0.8 for 
both Tier 1 and Tier 2. High values of α favor bringing 
students near proficiency standards above the proficiency 
target β, while low values of α give more weight to 
enriching students at the high end of the scale and 
providing remediation at the low end of the scale 
(Almond & Tokac, 2014).  (Almond & Tokac 
alternatively recommend using a probit function in place 
of a logit, so that α becomes effectively a standard 
deviation; however, the as the shape of the logit and 
probit curves are so similar, we expect the results using a 
probit curve would be similar as well.) 

In this case, the total reward is u(RM) – c(a(s,2)) – 
c(a(s,3)). The difference between the utility function and 
the cost function is the total reward for getting the student 
to proficiency level Tier 1 using instruction a(s,2) and 
a(s,3)  between measurements 1 and 2, and 2 and 3. The 
reward is the basis for the assignment of each student to 
Tier 1 or Tier 2. The POMDP model forecasts the 
expected reward, and balances that with cost during each 
period. 

2.2 SIMULATION DESIGN  

The initial value of the simulated data student distribution 
at time 0 was based on the FCRR data set (Al Otaiba, 
2007). In the FCRR data, the correlation between NWF 
and PSF was .65. The simulation generated latent 
proficiency variables for each simulee, and simulated 
scores on the reading scores on the NWF and PSF test 
administered at t1, t2 and t3 in the model. At each time 
point, the correlation coefficient between NWF and PSF 
was around 0.65 and the same growth and measurement 
error residuals were used for both the POMDP-RTI and 
current-time only-RTI models.   

The proficiency growth model and evidence model 
parameters were estimated from the simulated data 
through Markov Chain Monte Carlo (MCMC) simulation 
using JAGS (Plummer, 2003).  Four independent Markov 
chains with random starting positions were used with 
500000 iterations.  This is consistent with standard 
practice (Gelman, Carlin, Stern & Rubin, 2004; Neal, 
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2010).  Tokac (2016) describes tests done for 
convergence and parameter recovery with this model. 

3. RESULTS 
Data were simulated for students under two different 
policies, (1) current-time only-RTI policy where students 
are assigned to Tier 1 or Tier 2 based on a cuts scores on 
the PSF and NWF tests at the most recent time point, and 
(2) a POMDP-RTI policy where each student is assigned 
to the tier that maximizes the expected utility for that 
student.  This resulted in two different simulated series:  
𝑅𝑅𝑛𝑛𝑚𝑚ˇ  was the true reading ability under the current-time 
only cut score policy and 𝑅𝑅𝑛𝑛𝑚𝑚^  was the true reading ability 
under the POMDP-RTI policy.  Note that the two 
simulations used the same residuals in equation (1) 
(growth residual ηnm) and equation (2) (measurement error 
𝜀𝜀𝑛𝑛𝑚𝑚𝑛𝑛).  Thus, they differed only by the value of the growth 
rate parameter, γa(n,m) , used in equation (1). 

Table 3: Comparison of the number of PSF and NWF 
scores between tiers categorized by cut scores or POMDP 
estimates  

Method Tier PSFt2  NWFt2 PSFt3 NWFt3 

POMDP  
Tier 1 150 149 181 181 
Tier 2 150 151 119 119 

Cut 
Score  

Tier 1 150 149 150 150 
Tier 2 150 151 150 150 

Table 3 shows the pattern of Tier assignment under the 
two models.  At the second time point, the two policies 
behave roughly the same assigning the lowest performing 
50% of students to Tier 2.  However, at the third time 
point, substantially fewer students are assigned to Tier 2 
under the POMDP-RTI policy.  This might be a result of 
better placement policies, or simply that the Tier 2 
support is less needed in the latter part of the school year. 

Table 4 breaks down the differences between the two 
policies at time point 3.  Recall that the students were 
classified into Tiers independently based on the PSF and 
NWF measures, resulting effectively in four different 
classifications:  1-1 (both in Tier 1), 1-2, 2-1 (mixed), and 
2-2 (both Tier 2).  Table 4 shows the number of students 
who were classified into one of the four groups who were 
classified into a different group by the other policy. 
Slightly over half (151) students were assigned different 
instruction under the different policies. 

Table 4: Comparison of POMDP-RTI and Current-Time 
only-RTI models 

 Number of Non-Matching Students 
 Time 3 

Tiers POMDP - RTI Current - Time RTI 
1-1 49 20 
1-2 38 36 
2-1 42 40 
2-2 22 55 

Thus, there is a fair bit of difference in the placement, but 
which placement is better?  As this is a simulation 
student, the true abilities are known it should be possible 
to determine an ideal placement based on the known 
simulated abilities.  However, the abilities, 𝑅𝑅𝑛𝑛𝑚𝑚ˇ  and 𝑅𝑅𝑛𝑛𝑚𝑚^ , 
are different in the two branches of the assessment 
(because a different policy was actually employed).  
Therefore, the ideal placements will be different under 
each policy. 

In determining the ideal placement, the two mixed 
assignments, 1-2 and 2-1, were combined into a single 
mixed tier.  Cut scores on the latent ability variable were 
calculated based on the utilities in equations (3) and (4) 
and a single growth step after the last measurement: the 
students with abilities higher than 0.1 should be placed 
into Tier 1, those lower than -0.4 into Tier 2 and students 
in between into the Mixed Tier. Both policies used the 
same cut points for determining the ideal placement, but 
because the abilities were different, the actual ideal 
placement could be different for the two students under 
the same policy at Time 3. 

Table 5 presents the number of students placed in each 
tier under the actual and ideal placements under both 
policies.  It also presents a measure of agreement which is 
the number of students assigned to that tier in the ideal 
placement that were actually assigned to the Tier.  The 
POMDP-RTI does well under that metric, with all of the 
students who should be placed into Tier 1 or 2 correctly 
placed in that tier.  This policy only had problems with 
the mixed tier, with 35% of the students being incorrectly 
placed in Tier 1 or Tier 2. 

The current-time only-RTI policy did not fare as well.  
First, note that under the ideal placement for this policy 
fewer students would be in the high-performing Tier 1 
group.  This is likely due to incorrect assignment at 
Time 2.  Next, note that agreement rates are lower.  So the 
POMDP-RTI model did better on two important metrics. 

To summarize the agreement numbers, we used Goodman 
and Kruskall’s lambda (Almond, Mislevy, Steinberg, 
Yan, and Williamson, 2015).  Usually, this adjusts the 
raw agreement rate by subtracting out the agreement with 
a classifier which simply classifies everybody at the 
modal category (which would be the mixed tier for both 
policies).  However, Tier 1 has a special meaning in the 
context of RTI; Tier 1 is the normal whole-class 
instruction that is given regardless of the test score.   
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Table 5.  Agreement between ideal and actual placement 
under POMDP-RTI. 

  
 

POMDP-RTI Placement 

 
Tier 1 Mix Tier Tier 2 Total 

Tier 1 118 0 0 118 
Mix Tier 18 90 30 138 

Tier 2 0 0 44 44 
Total 136 90 74 300 

 

Table 6.  Agreement between ideal and actual placement 
under current-time only RTI. 

  
 

Current-Time only-RTI Placement 

 
Tier 1 Mix Tier Tier 2 Total 

Tier 1 72 17 0 89 
Mix Tier 35 58 50 143 

Tier 2 0 11 57 68 
Total 107 86 107 300 

 

Therefore, by using Tier 1 as the baseline in lambda, the 
result is a statistic that describes how much better the RTI 
is performing than undifferentiated whole class 
instruction.  Let ki be the number of students correctly 
classified into Tier i, and let kTier1 be the number of 
students who should ideally be assigned to Tier 1.    Then 

λ = ∑ 𝑘𝑘𝑖𝑖−𝑘𝑘𝑇𝑇𝑖𝑖𝑇𝑇𝑇𝑇1𝑖𝑖
𝑁𝑁−𝑘𝑘𝑇𝑇𝑖𝑖𝑇𝑇𝑇𝑇1

 

Like a correlation coefficient, the value of lambda ranges 
between -1 and 1, with 0 representing a classifier which 
does no better than simply assigning everybody to the 
model category. If it is 1, it means that the policy did a 
perfect job of assigning students to the ideal tier. Using 
the data in Table 5, λ = 0.74 for POMDP-RTI, λ = 0.51 
for Current-time only RTI.  So RTI does better than 
undifferentiated instruction, but the POMDP-RTI policy 
also does better than the current-time only-RTI. 

4. CONCLUSION  
As expected, a policy produced by a POMDP (which is 
designed to produce optimal policies) performed better 
than current-time only cut-score policy current used in 
many RTI implementations.  In particular, the POMDP-
RTI had a better agreement with the ideal placement (λ = 
0.74) than the current-time only model did (λ = 0.51).  
The likely reason for the better performance is that the 
POMDP model is better able to use the entire student 
record, both the history of assessments and instruction 
and multiple tests taken at the same time to build a more 
accurate estimate of student proficiency, although some 

may have been influenced by the use of the same utility 
model used in the POMDP to define ideal placement. 

The cut-score approach currently in common use does 
have one clear advantage over the POMDP model:  it is 
simpler to implement and explain.  However, if the 
POMDP recommendations were integrated into an 
electronic gradebook, it might be better received by 
teachers.  However, while teachers may not feel the need 
for the POMDP software to address the Tier 1/Tier 2 
placement, there is another aspect of the RTI framework 
which was not addressed in this study.  During Tier 2, 
students receive regular progress monitoring assessments, 
and the teacher is supposed to be making fine-grained 
adjustments if the student is not responding to the 
intervention (hence the name response-to-intervention).  
In particular, the teachers can adjust the intensity of the 
intervention (equation 3) adding more time on task if 
needed, or using less support if the teacher is appearing to 
do well.  This is a target of opportunity for the POMDP 
model, as teachers have responded favorability to the idea 
of computer support to help them with tracking and 
intervention adjustment for Tier 2 students.1  The present 
work shows that POMDPs are a promising approach to 
this problem. 

Another limitation of the current work is that it assumes 
all students grow at the same rate under each of the 
instructional conditions (e.g., given the tier placement).  
In practice, many studies looking at RTI have found that 
students grow at different rates, with a low growth rate 
often corresponding to low initial ability.2  While this 
adds complexity to the model, we think that the POMDP 
framework will help educators make optimal policy 
decisions with this additional information. 

 

Acknowledgements 

We would like to thank the Florida Center for Reading 
Research for allowing us access to the data used in this 
paper. The data were originally collected as part of a 
larger National Institute of Child Health and Human 
Development Early Child Care Research Network study. 

References 

Almond, R. G. (2007). Cognitive modeling to represent 
growth (learning) using Markov decision 
processes. Technology, Instruction, Cognition 
and Learning (TICL), 5, 313-324. Retrieved 

                                                           
1 Joe Nese, U. Oregon, private communication.   May 16, 2016. 

2 Young-Suk Kim, Florida State University.  Private communication.  
March 31, 2016. 

Id
ea

l P
la

ce
m

en
t  

Id
ea

l P
la

ce
m

en
t  

BMAW 2016 - Page 41 of 59



 

fromhttp://www.oldcitypublishing.com/TICL/TI
CL.html 

Almond, R. G. (2011). Estimating Parameters of Periodic 
Assessment Models (Repot No. RM-11-06). 
Educational Testing Service. Retrieved from 
http://www.ets.org/research/policy_research_rep
orts/rm-11-06.pdf 

Almond, R. G., Mislevy, R. J., Steinberg, L. S., Yan, D., 
& Williamson, D. M. (2015). Bayesian Networks 
in Educational Assessment. Springer.  

Almond, R., Goldin, I., Guo, Y., & Wang, N. (2014). 
Vertical and Stationary Scales for Progress 
Maps. In J Stamper, Z Pardoz, M Mavrikis, & B. 
M. McLaren (Eds.), Proceedings of the 7th 
International Conference on Educational Data 
Mining, London, England. Society for 
Educational Data Mining. 169—176. Retrieved 
from 
http://educationaldatamining.org/EDM2014/uplo
ads/procs2014/long%20papers/169_EDM-2014-
Full.pdf   

Almond, G. R., Tokac, U., & Al Otaiba, S. (2012).  Using 
POMDPs to Forecast Kindergarten Students' 
Reading Comprehension.  In Agosta, J. M., 
Nicholson, A., & Flores, M. J. (Eds.), The 9th 
Bayesian Modeling Application Workshop at 
UAI 2012. Catalina Island, CA. Retrieved from 
http://www.abnms.org/uai2012-apps-
workshop/papers/AlmondEtal.pdf 

Almond, R. G., & Tokac, U. (2014, November). Using 
Decision Theory to Allocate Educational 
Resources. Paper presented at Annual Meeting, 
Florida Educational Research Association, 
Cocoa Beach, FL.  

Almond, R. G., Yan, D., & Hemat, L. A. (2008). 
Parameter Recovery Studies with a Diagnostic 
Bayesian Network Model. Behaviormetrika, 
35(2), 159-185. 

Al Otaiba, S., Folsom, J. S., Schatschneider, C., Wanzek, 
J., Greulich, L., Meadows, J., & Li, Z. (2011). 
Predicting first grade reading performance from 
kindergarten response to instruction. Exceptional 
Children, 77(4), 453-470. 

Boutilier, C., Dean, T., & Hanks, S. (1999). Decision-
theoretic planning: Structural assumptions and 
computational leverage. Journal of Artificial 
Intelligence Research, 11, 1-94. Available from 
citeseer.ist.psu.edu/boutilier99decisiontheoretic.
html 

Catts, H. W., Hogan, T. P. E., & Fey, M. (2003). 
Subgrouping poor readers on the basis of 
individual differences in reading-related abilities. 
Journal of Learning Disabilities, 36, 151–164.  

Gelman, A., Carlin, J. B., Stern, H. S., & Rubin, D. B. 
(2004). Bayesian Data Analysis. Boca Raton, 
FL: Chapman and Hall. 

Gough, P. B., & Tunmer, W. E. (1986). Decoding, 
reading, and reading disability. Remedial and 
Special Education, 7, 6–10.  

Greenwood, C. R., Bradfield, T., Kaminski, R., Linas, M., 
Carta, J. J., & Nylander, D. (2011). The 
Response to Intervention ( RTI ) Approach in 
Early Childhood. Focus on Exceptional 
Children, 43(9), 1–24. 

Landerl K & Wimmer H. (2008) Development of word 
reading fluency and spelling in a consistent 
orthography: An 8-year follow-up. Journal of 
Educational Psychology. 100(1):150–161. 

Mastropieri, M. A., Scruggs, T. E., & Graetz, J. E. (2003). 
Reading comprehension instruction for 
secondary students: Challenges for struggling 
students and teachers. Learning Disability 
Quarterly, 26(4), 103-116. 

Matthews, E. (2015). Analysis of an Early Intervention 
Reading Program for First Grade Students. 
Retrieved from 
http://scholarworks.waldenu.edu/cgi/viewcontent
.cgi?article=1395&context=dissertations 

Mislevy, R. J., Steinberg, L. S., & Almond, R. G. (2003). 
On the structure of educational assessment (with 
discussion). Measurement: Interdisciplinary 
Research and Perspective,1 (1), 3-62. 

Neal, R. M. (2010) ``MCMC using Hamiltonian 
dynamics'', in the Handbook of Markov Chain 
Monte Carlo, S. Brooks, A. Gelman, G. L. Jones, 
and X.-L. Meng (editors), Chapman & Hall / 
CRC Press, pp. 113-162. 

Nese, T. F. J., Lai, C., Anderson, D., Jamgochian, M. E., 
Kamata, A., Saez, L., Park, J. B., Alonzo, J., & 
Tinda, G. (2010). Technical Adequacy of the 
easyCBM® Mathematics Measures: Grades 3-8, 
2009-2010 Version (Technical Report No: 1007). 
Eugene, OR: Behavioral Research and Teaching, 
University of Oregon.  

Plummer, M. (2003). JAGS: A program for analysis of 
Bayesian graphical models using Gibbs 
sampling. Proceeding of the 3rd International 
Workshop on Distributed Statistical Computing, 
Viena, Austria. 

R Development Core Team. (2014). R: A language and 
environment for statistical computing. Vienna, 
Austria: R Foundation for Statistical Computing. 
Retrieved from http://www.R-project.org 

Rafferty, A. N., Brunskill, E.B., Griffiths, T. L., & Shafto, 
P. (2011). Faster teaching by POMDP planning. 
Proceedings of the 15th International 
Conference on Artificial Intelligence in 
Education (AIED2011). Auckland, New Zealand. 

Raftery, A. E., Lewis, S. M. (1995). The number of 
iterations, convergence diagnostics and generic 
Metropolis algorithms. In: Gilks, W. R., 

BMAW 2016 - Page 42 of 59

http://www.oldcitypublishing.com/TICL/TICL.html
http://www.oldcitypublishing.com/TICL/TICL.html
http://www.ets.org/research/policy_research_reports/rm-11-06.pdf
http://www.ets.org/research/policy_research_reports/rm-11-06.pdf
http://educationaldatamining.org/EDM2014/uploads/procs2014/long%20papers/169_EDM-2014-Full.pdf
http://educationaldatamining.org/EDM2014/uploads/procs2014/long%20papers/169_EDM-2014-Full.pdf
http://educationaldatamining.org/EDM2014/uploads/procs2014/long%20papers/169_EDM-2014-Full.pdf
http://www.abnms.org/uai2012-apps-workshop/papers/AlmondEtal.pdf
http://www.abnms.org/uai2012-apps-workshop/papers/AlmondEtal.pdf
http://www.mcmchandbook.net/
http://www.mcmchandbook.net/
http://cocosci.berkeley.edu/publications.php?author=Rafferty,%20A.
http://cocosci.berkeley.edu/publications.php?author=Brunskill,%20E.
http://cocosci.berkeley.edu/publications.php?author=Griffiths,%20T.
http://cocosci.berkeley.edu/publications.php?author=Shafto,%20P.
http://cocosci.berkeley.edu/publications.php?author=Shafto,%20P.


 

Spiegelhalter, D. J., Richardson, S., eds. 
Practical Markov Chain Monte Carlo. London: 
Chapman and Hall. 

Rock, D. A. (2007). Growth in reading performance 
during the first four years in school. (Report No: 
RR-07-39). Princeton, NJ: Educational Testing 
Service.  

Ross, M. S. (1983). Introduction to stochastic dynamic 
programming. London:Academic Press. 

Ross, M. S. (2000). Introduction to Probability Models. 
London: Academic Press. 

Tierney, L. (1994). Markov Chain for exploring posterior 
distributions (with discussion). Ann. Statist. 22: 
1701- 1762. 

Tokac, Umit. (2016). Using partially observed Markov 
decision processes (POMDPs) to implement a 
response-to-intervention (RTI) framework for 
early reading.  Doctoral Dissertation.  Florida 
State University. 

Torgesen, J.K. (2004). Avoiding the devastating 
downward spiral: The evidence that early 
intervention prevents reading failure.  American 
Educator, 28, 6-19.  Reprinted in the 56th 
Annual Commemorative Booklet of the 
International Dyslexia Association, November, 
2005. 

 

 

BMAW 2016 - Page 43 of 59



 

A Probabilistic Approach for Detection and Analysis of Cognitive Flow 

Debatri Chatterjee, Aniruddha Sinha, Meghamala Sinha 
TCS Research, Tata Consultancy Services Ltd. 

Kolkata, India 

Email: {debatri.chatterjee, aniruddha.s}@tcs.com, 

meghamala.sinha@gmail.com 

Sanjoy Kumar Saha 
Computer Science & Engineering, 

Jadavpur University, 

Kolkata, India 

Email: sks_ju@yahoo.co.in 

 

 

Abstract 

A performer may undergo a task with varying 

difficulty level. It is important to know the mental 

state in order to maintain the optimum level of 

performance. The mental state of an individual 

varies according to their IQ levels, task 

difficulties or other psychological or 

environmental reasons. We have tried to measure 

the cognitive state of individuals, while they are 

performing tasks of various complexity levels, 

using physiological responses like brain 

activation, heart rate variability and galvanic skin 

response. In this paper we have proposed a 

Bayesian network based model to 

probabilistically evaluate the cognitive state of an 

individual from the difficulty levels of the tasks, 

IQ level of the individual and observations made 

using the physiological sensing. Twenty subjects 

with various IQ levels are asked to play a 

modified Tower of London (TOL) game having 

three complexity levels: low, medium and high. 

The sensor data collected have been used to train 

the Bayesian model for generating the conditional 

probability distribution for the desired cognitive 

state. Results show that it can be used as a tool to 

determine the current cognitive state of any 

individual, provided we know their IQ score. In 

case of any contradiction between the desired 

cognitive state (obtained from prior knowledge) 

and the observed cognitive state (obtained during 

testing), the personal insights of a performer is 

analyzed. 

1. INTRODUCTION 
Cognitive flow is defined as a state of mind which is 

achieved while a person is performing a task with complete 

concentration and engagement. This state is closely related 

to the balance between the challenge of any task and the 

skill of the person executing the task. If the task difficulty 

is low compared to the held skill level of an individual, the 

person tends to be in the bored state (Csíkszentmihályi, 

Mihály, 1990). Alternatively, if the task difficulty is high, 

and the skill level is low, the person is supposed to be in 

the anxiety state. However, if the skill and task difficulty 

level matches, the person enter Flow states i.e. a state of 

focused concentration with a sense of enjoyment 

(Csíkszentmihályi, Mihály, 1997), (Csíkszentmihályi, 

Mihály, 1999). In our case, the skill level of an individual 

is directly related to his or her IQ level and is treated as the 

prior knowledge of the individual. On the other hand, the 

challenge of the task is synonymous to the task difficulty 

level. Hence the flow-boredom state can be represented as 

shown in Figure 1. 

Figure 1: Flow state for IQ level and Task Difficulty 

For a better learning experience, it is necessary for students 

to remain in the flow state throughout the session. It is a 

challenging task to create an environment which is 

enjoyable to a student and attracts complete attention as 

well as keep them motivated. To achieve this it is important 

to detect whether the student is in their flow state based on 

which we can induce a tailored learning environment. 

Present state of the art literature suggests using standard 

flow state questionnaires for measuring flow state. This 

method is indirect and might be biased. A more reliable 
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approach would be to estimate the flow state based on 
physiological changes in an individual (Sinha, Aniruddha, 
et al, 2015).  
In this paper, our main purpose is to detect the cognitive 
flow with the help of physiological signals and 
probabilistic reasoning models. In order to do this, a 
modified Tower of London game (Schnirman, Geoffrey 
M., Marilyn C. Welsh, and Paul D. Retzlaff, 1998) is 
implemented for various difficulty levels in PEBL: The 
Psychology Experiment Building Language (Mueller, 
Shane T., and Brian J. Piper, 2014). 
Our work mainly consists of following phases –  

(i) Extraction and analysis of data from various 
physiological sensors like Electro-encephalogram (EEG), 
Heart-rate variability (HRV) and Galvanic Skin response 
(GSR) while a participant is performing a standard 
psychometric test of various difficulty levels.  

 (ii) Creating a Bayesian Network (BN) framework with 
the objective to correlate the nodes based on sensor data as 
mentioned in previous step with the state nodes by using 
data obtained in step (i).  

(iii) Validation of BN based model for test data 

We have used the Bayesian Network based model because 
it provides a theoretically efficient and consistent 
mechanism for processing imprecise and uncertain 
information. Although there has been a growing interest 
among researchers to use BN in the field of education and 
student knowledge evaluation (Chrysafiadi, K. and Virvou, 
M, 2013), very little work has been done to model EEG and 
other physiological sensor data. We have created a model 
for our problem domain by representing a high level 
probability distribution over a set of random variable 
denoting the different states which have direct 
dependencies among themselves. Conditional probability 
tables for each node are updated based on the sensor data.  

The paper is organized as follows-. In section 2, we have 
given a brief summary of existing approaches adopted for 
analysing flow state and related works. In section 3, we 
have described the design of the game, experimental setup, 
methodologies for the analysis of sensor data and 
construction of Bayesian network. Section 4, presents the 
analysis of results that we achieved from the experiments. 
Finally in section 5, we have concluded and have provided 
the future prospect of this work. 

2. RELATED WORK 
The ‘Flow state’ has been described (Csikszentmihályi, 
Mihály; Harper & Row, 2015) as an experience achieved 
by a person while performing a task and is dependent on 
the personality and ability of the person. A Flow state can 
only be achieved when a person is engaged in an active 
task. Passive tasks such as watching television, taking a 
bath etc. do not induce flow experience (Csikszentmihályi, 
M., Larson, R., & Prescott, S, 1977), (DelleFave, A., & 

Bassi, M., 2000). The three conditions (Csikszentmihályi, 
M.; Abuhamdeh, S. & Nakamura, J, 2005) that must be 
satisfied to achieve flow are: (a) the task must have a clear 
goal and rate of progress, (b) the task should accompany a 
continuous feedback process to help the person maintain 
the flow state and (c) the challenge level of the task and the 
skill level of the person must be balanced. In the fields of 
education, detecting the flow state of mind is important to 
provide appropriate learning environment for students. 

Various researches have been conducted for Flow 
measurement in different domains like piano playing (de 
Manzano, Örjan, et al, 2010), video-game (Kramer, Daniel, 
2007), online games (Hsu, Chin-Lung, and Hsi-Peng Lu, 
2004), social networking sites (Mauri, Maurizio, et al, 
2011), e-commerce business (Koufaris, Marios, 2002) etc. 

Most of these approaches use indirect methods for 
measuring flow (Csikszentmihalyi, Mihaly, and Isabella 
Selega Csikszentmihalyi, 1992), (Novak, Thomas P., and 
Donna L. Hoffman, 1997), (Nakamura, J. and 
Csíkszentmihályi, 2009). The EEG is recently being used 
extensively in the fields of education with the help of Brain 
Computer Interface (BCI) technology (van Schaik, Paul, 
Stewart Martin, and Michael Vallance, 2012). A greater 
left temporal alpha activity is noticed (Kramer, Daniel, 
2007) indicating the flow state of the performer in 
comparison to the right temporal lobe. The mid beta and 
theta activity also have a distinctive effect on performance 
whereas no significant effect was found in the delta 
waveforms. Higher alpha activity coupled with lower beta 
activity to characterize the flow state (Mauri, Maurizio, et 
al, 2011). Researchers are attempting to measure boredom, 
anxiety etc. from EEG signals (Chanel Guillaume et. al, 
2008 and Berta Riccardo et.al, 2013). Recently low cost 
devices are being used for analysing the effect of various 
elementary cognitive tasks (Chatterjee, Debatri et al., 
2015). Some of these works also suggested using other 
physiological responses like GSR and heart rate for 
assessing the flow state (Chaouachi, Maher and Claude 
Frasson, 2010). The main problem of using multichannel 
physiological sensors is that, we have to find out an 
appropriate mechanism for fusing the results obtained from 
multiple sensors.  

Bayesian network (Pearl, Judea, 1986) is becoming an 
increasingly popular technique to model uncertain and 
complex domains. Unlike classical statistical models, BN 
allow the introduction of prior knowledge into models. 
This prevents extraneous data to be considered which 
might alter desired results. BN uses the concept of 
conditional probability which is proven to be very useful in 
applications to the real world problem domain, where 
probability of occurrence of an event is conditionally 
dependent on the probability of occurrence of a previous 
event. 

Bayesian Network modelling has been used in the areas of 
medicine (Koufaris, Marios, 2002), document 
classification, information retrieval (Luis M. de Campos, 
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Juan M. Fernández-Luna and Juan F. Huete, 2004), image 
processing, decision support system (F.J. Díez, J. Mira, E. 
Iturralde and S. Zubillaga, 1997), gaming, bioinformatics 
(Neapolitan, Richard, 2009), gene analysis (Friedman, N.; 
Linial, M.; Nachman, I.; Pe'er, D, 2000) etc. 

In the present work, BN, a desired state is derived based on 
the static information namely IQ of the individual and 
difficulty of the task. The estimated state is derived based 
on the sensor observation while the task is performed. The 
desired and the estimated state may not match as the prior 
characterization of individual in an exact manner is not 
possible. In that case, the model can help to decide the task 
level to maintain the flow state of the individual. 

 

3. METHODOLOGY 
This section explains the game designed and the 
methodology adopted for measurement and analysis of 
physiological signals and creation of BN model based on 
the findings. 

3.1 GAME DESIGN 

Tower of London (TOL) is a classical puzzle based game 
used by psychologists for assessment of executive 
functions and planning capabilities of an individual. We 
modified the standard TOL-R (Schnirmanetal, 1998) game 
for three levels of difficulties (Difficult, Moderate and 
Easy) in PEBL. For a game session, a target configuration 
is shown at the top of the screen as shown in fig. 2. The 
goal is to move a pile of disks given at the bottom so that 
the given assembly matches the target configuration shown 
on the top of the screen. Participants can only move one 
disk at a time, and cannot move a disk onto a pile that has 
no more room (indicated by the size of the grey rectangle). 
Participant has to click on the pile they want to move a disk 
off, and it will move up above the piles. Next, they click on 
another pile, and the disk will move down to that pile. 
There is a time limit to finish each game. Participants are 
instructed to finish each game within the allotted time. If 
the participant fails to finish the game within the session 
related time, the session ends and a new game starts. 
Information like start time of the game, duration, number 
of moves, total number of success etc. per session are 
stored. 

The complexity of each game is determined with the help 
of the number of different coloured disks, the minimum 
number of moves needed to finish the game and the number 
of available empty space among the stacks for the disk to 
move around. Hence, the game complexity Gcom is defined 
as, 

spacedisk
com NN

NG
�

                         (1) 

where, N is the total number of moves, Ndisk is number of 
disks in the game and Nspace and is the available number of 
empty space.  

Screen shots for three different levels of games are shown 
in Figure 2. The minimum number of moves per disk for 
the low difficulty game is chosen as two and the total 
number of different disk is two, the complexity for this 
level of game is 3/(2+4)=0.5. Similarly, the complexities 
for the medium difficulty game is 4/(3+3)=0.67 and high 
difficulty game is 8/(4+2)=1.33 according to (1).  These 
calculations show that the complexity for each task 
increases with respect to increase in difficulty level. The 
number of moves and number of disks for various 
complexity levels are chosen based on user feedback 
collected from 20 participants who also participated in the 
data collection. 

 The low difficulty level session consist of 10 set of games 
with 30 sec duration each. Similarly the medium session 
consist of 6 set of games each having 30 sec duration. The 
difficult session consist of 4 set of games with 30 sec 
duration each. For lower complexity game it is usually 
finished by most of the participants before 30 seconds, 
hence the number of games for various complexity levels 
are varied so that the completion time for easy, medium 
and hard sessions are comparable. Finally, it is found that 
for all the participants the minimum time to complete 
among all types (low, medium and high) of tasks is 90 
seconds, hence the corresponding sensor data are 
considered for further processing. 

Figure 2: Screenshot of the three Tower of London games 
(a) Low (b) Medium and (c) High 

(c) 

(b) (a) 
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3.2 EXPERIMENTAL SETUP 

3.2.1 Participants 

We have selected a group of 20 participants of varying IQ, 
from our research lab. The IQ scores are found to vary 
between 80 and 131. The average age of the participants 
are 22-30 years. They are all right handed male engineers 
belonging to similar socio-economic background. They 
had normal or corrected to normal vision. The selection is 
made to reduce the participant related bias so that the 
variation is only in their IQ levels. 

3.2.2 Data Collection 

An in house python based data capture tool is used for the 
data collection. The capture tool allows participants to play 
the game on a standard 17 inch computer screen placed at 
a viewing distance of approximately 25 inch and 
simultaneously allows to collect the EEG, GSR and 
Photoplethysmogram (PPG) signals. Participants are asked 
to play the game while wearing a single lead EEG device 
from Neurosky1. It is a dry sensor with a lead placed in FP1 
position and the grounding is done with a clip fixed to left 
earlobe. We have used a GSR device from eSense2 to 
record the variations in skin conductance level. All the 
participants are right handed and wore the GSR sensors on 
the middle and index fingers of the left hand. The right 
hand is kept completely free so that they can play the game 
comfortably using mouse. The oxygen saturation level and 
the pulse rate are measured by the pulse oximeter from 
Contec3, through the left ring finger. The devices used are 
shown in Figure 3. The participants are asked to play three 
session of the game (High, Low and Medium) with a 
resting period of 5 min between each game. For half of the 
participants the order of the game followed is high, 
medium, low and for remaining half low, medium, high 
sequence is followed. During the game, scores, number of 
moves, duration etc. are also recorded for further analysis. 

Figure 3: Data collection devices: (a) Neurosky EEG 
device (b) GSR device from eSense (c) Pulse oxymeter 

from Contec 

  
1http://neurosky.com 
2https://www.mindfield.de/en/biofeedback/products/esense/esense-skin-

response 

3.2.3 Participant Feedback Form 

The standard Game-flow indicator (GFI) feedback form 
has been used to assess if a participant experienced 
boredom and flow experiences during the experiments and 
the findings are used as the reference. This questionnaire 
based feedback form described by (Bakker, A. B, 2005) 
and (Bakker, A. B., 2008) is ideal to measure level of 
engagement while playing a game. For doing this, the 
overall scores for both flow and boredom questionnaires 
are calculated assuming 1= strongly disagree, 2= disagree, 
3 = undecided, 4 = agree and 5 = strongly agree. Different 
questions are asked regarding the experience of 
participants while playing the game. 

The participants are asked to fill up three feedback forms, 
one for each of the three games, immediately after the end 
of each session. This feedback is necessary as they provide 
a ground truth for cognitive flow along with the game data. 
We have used the feedback forms to analyze the 
contradictions which we have seen during the Bayesian 
Network analysis as explained in section 3.4. 

3.3 SENSOR DATA ANALYSIS 

3.3.1 Skill-challenge analysis using EEG signals 

In the present work, we have experimented with various 
frequency band energies described by (W. Klimesch, 
1999), (H. Sijuan, 2010) and time domain Hjorth 
parameters as described by (Gudmundsson, Runarsson, 
Sigurdsson, Eiriksdottir, Johnsen, 2007), (V. Carmen, et al. 
2009) as shown in (2) and (3).  

},,,,,,,{ cmaml HHHEEEEEF EEDTG    (2) 

The first five features are the energies in various frequency 
bands namely, delta ( GE  as 0.5 - 4 Hz), theta ( TE as 4 – 7.5 
Hz), alpha ( DE as 7.5 – 12.5 Hz), low-beta ( ElE as 12.5 – 
16 Hz) and mid-beta ( EmE as 16 – 20 Hz) respectively. The 
energies in each band are extracted using Welch’s power 
spectral density as defined by (Welch, Peter, 1967). The 
last three features in (2) are the Hjorth parameters namely 
Activity ( aH ), Mobility ( mH ) and Complexity ( cH ) 
respectively as given in (3). 
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Here x(t) indicates the time domain signal in a window of 
duration 1 sec and 

dt
tdx )(  is the first order derivative of the 

signal. 

3.3.2 Analysis of GSR signal 

The galvanic skin response (GSR) is the electro-dermal 
response where the skin conductance changes with the 

3http://www.coopermedical.com/overnight-pulse-ox/cms-50d-plus-
recording-fingertip-pulse-oximeter.html 

 

(b) (a) 

(c) 
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amount of secretion from the sweat glands in presence of 
stressful, likeable events. Therefore GSR can be used as a 
good predictor of concentration, mental workload etc. in 
flow study (Nourbakhsh, Nargess, et al, 2012). During flow 
experience, subjects should experience a higher 
concentration and focus on the task. This can be measured 
using the GSR.  

The GSR device consists of two electrodes which applies a 
constant voltage to the skin. The current which then flows 
through the skin can be detected. The GSR signal consists 
of two components: phasic, which is the fast varying 
component and tonic, which is the slow component. Both 
contain important information associated with specific 
physiological aspect of the mental states. The tonic 
component (Tc) is calculated only by taking the inverse 
transform of first few Fourier coefficients (4) and the 
phasic component (Pc) is calculated by inversing the higher 
order coefficient of the Fourier coefficients (5).The eSense 
GSR sensor has 5Hz sampling frequency hence we have 
used first 4 components (0<=k<=3) of the Fourier 
coefficients which corresponds to 0.5Hz. The IFFT in (4) 
and (5) corresponds to Inverse Fast Fourier Transform.The 
tonic component (Tc) of the GSR signal is computed for 
windows of duration 1 second.  Next to investigate the 
distribution Tc over the task interval, we compute the mean 
and the kurtosis as given in (6) using N successive 
windows for each task (low, medium, high). These 
parameters provide the statistical information on the way 
the skin conductance changes for an individual over time, 
for a given task. 
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3.3.3  Calculation of HRV from PPG signals 

Stress level can be evaluated using Heart rate variability (J. 
Taelman, S. Vandeput, A. Spaepen and S. Van Huffel, 
2009), (McDuff, Daniel, Sarah Gontarek, and Rosalind 
Picard, 2014). When the task challenge is low compared to 
the subjects’ skill level, then the heart rate variability is 
high compared to the flow state where task challenge 
matches the skill. We have used the SPO2 device wearable 
on the ring finger for sensing the Photoplethysmogram 
(PPG) signal. We have calculated three time domain HRV 
parameters namely 1) rMSSD (root mean square of 
successive differences between adjacent NN intervals), 2) 
SDSD (Standard deviation of successive differences 
between adjacent NN intervals), 3) SDNN (Successive 
difference between NN intervals) as explained in (McDuff, 
2014). Out of these SDNN is found to give a better 
indication of the stress level for our experiment. 

3.4 BAYESIAN NETWORK CONSTRUCTION 

Our problem statements for creating the Bayesian Network 
are as follows - 
x A number of random participants are performing a 

task in a controlled environment. 
x The task can be of three difficulty levels: easy, 

moderate or hard. 
x The participants are categorized based on their 

intelligence levels i.e. the IQ scores. 
x The participants can be in either of three states: flow, 

boredom or anxiety. 
x Their performance and feedback are recorded to 

determine their mental state and experience. 
x During data capture, three physiological sensors 

namely EEG sensor, HRV sensor and GSR sensor are 
used. 

 
Now a Bayesian Network (BN) framework is created with 
the objective to diagnose and investigate the different 
relationships between the sensors nodes and the state nodes 
as shown in Figure 4.  

Figure 4: Proposed Bayesian Network 

The BN consists of three types of nodes: 

Evidence nodes: Task Difficulty (TD), Intelligence 
Quotient (IQ) 

Sensor nodes: GSR, GSR, HRV 

State nodes: Emotional State (O), Desired State (D), Final 
Outcome (F) 

Through in the Evidence nodes we can input the static 
knowledge or evidence which we have in our problem 
domain. In our case, we know beforehand, the IQ level of 
the participants and also the difficulty levels of task they 
are given. The Evidence nodes serve as parents to the 
Sensor nodes, since the sensor readings are a direct causal 
effect of the two conditions (IQ & TD). Based on the 
results obtained from sensors, we can predict the current 
cognitive state of the participants. The derived state i.e. the 
Emotional state (O) from the sensor reading is compared 
with the Desired state (achieved from ground truth during 
training) and finally a conclusion (F) is drawn based on 
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these two states. We have used a separate desired state in 
order to compare it to the results derived from the signals 
about what emotional condition the subject is currently in. 

We have created the Bayesian Network in SamIam4, a 
comprehensive tool for modelling and reasoning with 
Bayesian networks, developed in Java by the Automated 
Reasoning Group of Professor Adnan Darwiche, UCLA.  
At the beginning of the experiment, the participants are 
categorized based on their IQ levels measured by a 
standardized IQ5 test prior to playing the game. This IQ test 
is a free online test from Brainmetrix.  
The IQ level and the task difficulty level serve as evidence 
nodes in the BN. Depending on the state of these two 
nodes, the sensor readings vary. Hence all the sensor nodes 
have them as immediate parents. The readings of all three 
sensors are used to analysis the emotion state of the 
participants and are compared to the ground truth i.e. the 
desired state. If two state matches, then we can conclude 
the actual state via the final outcome and that the Bayesian 
Network is expected to give the correct outcome. If not, 
then there is a case of contradiction caused by one of more 
sensors giving faulty state. In case of a contradiction 
between observed state and desired state the BN model can 
be used to resolve this conflict by reasoning between the 
various nodes using probabilistic queries. 

4. RESULTS AND DISCUSSIONS 

4.1 EEG SIGNAL ANALYSIS 

Various features of the EEG signals namely alpha, beta, 
theta, delta, attention, meditation, Hjorth etc. for all the 
experiments for all the participants are extracted using (2) 
and (3). Among all features the Activity measure of Hjorth 
parameter is found to be indicative of variations of brain 
signals with difficulty level. The raw EEG signal is used 
for calculating activity for windows of duration 1 sec and 
the overall mean is taken for each session of the game of 
all the participants. The results for different difficulty 
levels (Low, Medium and High) are combined separately 
for all the 20 participants and compared as shown in Figure 
5(a). We have found good amount of separation between 
three different tasks for 16 out of 20 participants. The 
comparison for these selected participants are shown in 
Figure 5(b). 

4.1 GSR SIGNAL ANALYSIS 

The GSR data is subdivided into a number of windows of 
duration 1 sec. Next we calculate both tonic and phasic 
power using (4) and (5).The phasic power does not show 
sufficient separation between different task levels whereas 
the tonic gives good separation. The mean and kurtosis of 
the tonic power is calculated using (6).  The plot of mean 
and kurtosis of tonic component for GSR are shown in 

  
4http://reasoning.cs.ucla.edu/samiam/ 

Figure 6(a) and Figure 6(b). The line representing the 
medium difficulty game for all the subjects is found to 
overlap over the other two; the separation between the 
medium games across participants is not consistent. Hence 
for better representation, we have only plotted the GSR for 
high and low difficulty games. 

 
Figure 5: Separation between Low, Medium, High 

difficulty task for the Hjorth calculation of EEG signals 
for (a) 20 subjects and (b) 16 subjects 

Out of 20 participants 8 participants (6, 7, 8, 9, 10, 11, 12 
and 20) played the game in high-medium-low sequence 
and the remaining participants played in low-medium-high 
sequence. It is evident from the plots that kurtosis performs 
better than mean of the tonic power in separating the low 
and high difficulty tasks. 

5http://www.brainmetrix.com/free-iq-test/ 

(a) 

(a) 

(b) 
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Figure 6: Separation between the (a) Mean and (b) 
Kurtosis of the Tonic (µS) component of GSR during the 

Low and High difficulty games. 

4.2 PPG SIGNAL ANALYSIS 

The PPG signal analysis does not give a clear, consistent 
separation between difficulty levels of the task for all the 
participants. We have plotted the successive difference 
between NN intervals (SDNN) in Figure 7. For 10 out of 
20 subjects there is a separation between the two SDNN 
values out of which only 5 have the value for the low game 
lower than the high game. Hence any substantial 
information cannot be derived from this result of PPG 
analysis. 

Figure 7: Separation of the HRV(SDNN) in msec for all 
the 20 subjects between the high and low difficulty game 

4.3 BAYESIAN NETWORK ANALYSIS 

The Bayesian network framework, given in Figure 4, has 
been trained based on the results obtained from 
physiological sensor data collected during the experiments. 
The conditional probability tables associated with each 
node have been updated according to the occurrence of 
their respective parent node. 

Given a participant of a particular IQ level and solving a 
game of a particular difficulty level, we have collected each 
of the sensor data and have calculated their probability of 

occurrence over all possible conditions. The scores of IQ 
less than 89 are treated as Low IQ, scores between 90 and 
109 are treated as Medium IQ and scores with 110 is treated 
as High IQ. In the present study we got 6 participants 
having high IQ, 9 participants having medium IQ and 5 
participants having low IQ. 

We have used the data for 18 out of 20 participants to train 
the BN. The sensor data for all the training participants (18 
subjects) are classified into three levels (Low, Medium, 
High) based on their observations.  An example is shown 
in Table 1 where the levels of the EEG sensor data are 
shown for 5 training participants with High IQ, playing 
three levels of games. It can be seen that for the easy game 
(TD = low), all of them have low EEG feature values, for 
medium game (TD = medium), one of them has high EEG 
feature and similarly for difficult game (TD = high). The 
probability of occurrence of each level is calculated and 
updated in the respective Conditional Probability Table 
(CPT) of the BN. After the training the final CPT for the 
EEG node is shown in Table 2. The same rule is followed 
for the rest of the sensor nodes as well. 

Table 1: The levels for EEG Sensor data (Mean of Hjorth - 
Activity) for 5 Participants with High IQ and playing three 
levels of game (TD). Here L-Low, M-Medium, H-High. 

TD EEG level (Mean of Hjorth - Activity) 

L L L L L L 

M M H M M M 

H H M H H H 

Table 2: Conditional probabilities of the EEG node is 
shown for the pair (TD, IQ) 

EEG (L,H) (M,H) (H,H) (L,M) (M,M) (H,M) 

L 0.98 0.02 0.02 0.98 0.01 0.01 

M 0.01 0.79 0.19 0.01 0.98 0.01 

H 0.01 0.19 0.79 0.01 0.01 0.98 

EEG (L,L) (M,L) (H,L) 

L 0.5 0.25 0.25 

M 0.25 0.5 0.25 

H 0.25 0.25 0.5 

The data for the remaining 2 participants (having high IQ 
and low IQ) are used to validate whether the BN nodes are 
providing the correct results. Different combinations of 
evidences for these two subjects are checked in the BN 
(Figure 8 through Figure 11) and the reasons for 
contradictions are explained. The states of the BN are 
shown as rectangular blocks containing the percentage 
equivalent of the probability values of the random 
variables. 

(b) 
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Case 1: A participant of high IQ is playing a high difficulty 
level game 

Figure 8: Bayesian Network in Query mode for the 
evidence Task Difficulty= High and IQ=Expert/High 

In this case we can see that the Emotional State (O) 
matches with the Desired State (D) hence the final outcome 
is Flow state. Also all the sensors are providing the 
expected result, except the EEG feature value. The subject 
used in this experiment has high IQ. From the 
questionnaire based survey we have found that the 
participants has reported to be sometimes in anxious state 
during the high difficulty game. This could be the reason 
for the EEG feature value to be very high for him. We have 
found from participant’s feedback that he was mostly in the 
flow state. Hence the output of the Bayesian model seems 
to be correlating with the participant’s feedback. 

Case 2: A participant of high IQ is playing a low difficulty 
level task 

In this case we can see that if a participant with high IQ is 
playing a low difficulty task, the sensor nodes are 
providing the desired states. This is shown in Figure 9. The 
EEG feature value and GSR states are in low state as 
expected, as the participant is expected to be in a relaxed 
state. However, the HRV indicates a low state as opposed 
to the expected high state leading to the contradiction. If a 
highly intelligent participant is playing a very easy task 
with low concentration (GSR=Low) then he / she might be 
in a restless state which can lead to anxiety. Hence the true 
mental state cannot be correctly determined. 

Case 3: A participant of low IQ is playing a high difficulty 
level task 

In this case we can see that all the states are providing the 
expected result except the EEG feature value as shown in 
Figure 10. The participant in this experiment has low IQ. 
According to participant’s feedback, he was in the flow 

state without being too anxious and matches with the 
Emotional State of the BN. However a contradiction is 
shown in the Final Outcome indicating a deviation of the 
behaviour of the participant from the expected one. 

Figure 9: Bayesian Network in Query mode for the 
evidence Task Difficulty=Low and IQ=Expert/High 

Figure 10: Bayesian Network in Query mode for the 
evidence Task Difficulty= High and IQ=Poor/Low 

Case 4: A participant of low IQ is playing a low difficulty 
level task 

In this case we can see that all the states are providing the 
expected result except the EEG feature value as shown in 
Figure 11. The participants used in this experiment has low 
IQ. We have found from participants’ feedback that he was 
in the relaxed state and did not find the game too difficult. 
This could be the reason for the EEG feature value to be 
low but with very low percentage. It can also be observed 
from all the four cases that if the contradiction option is 
ignored in the final outcome state, then the next highest 
probability belongs to the state same as the desired state. 
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This shows that while the Bayesian Network provides the 
correct prediction of the actual mental state, given the 
sensor data and static knowledge, it also hints at the 
possibility of a faulty sensor data based on the probability 
of the contradiction. 

Figure 11: Bayesian Network in Query mode for the 
evidence Task Difficulty= Low and IQ=Poor/Low 

5. CONCLUSION AND FUTURE WORK 
In this work we have measured the cognitive state of a 
participant performing task of varying difficulty level from 
brain signals and certain physiological parameters like 
heart rate variability and galvanic skin response. Results 
show that EEG (Hjorth-Activity) and GSR signals can be 
successfully used to distinguish the performance for all the 
participants in three different level tasks. On the other 
hand, the analysis of the HRV data is not providing 
consistent information. These results can be fused together 
and analyzed along with the performance and feedback 
data to get further insights of the mental state for the 
participants. 

From our proposed Bayesian Network we need to 
determine whether there is a contradiction between 
observed and desired state. In case of contradiction we 
need to find out whether there are any sensor(s) nodes 
giving faulty data. In future a large number of participants 
are to be considered for further analysis. Moreover, the 
workflow of the Bayesian Network should be dynamic for 
handling a large number of data. Several knowledge under 
uncertainty can be determined in future by using such 
probabilistic graphical models. In the area of education, 
models can be designed for generating a sequence of 
questions which are intermixed in difficulty level to 
analyze the variation in cognitive states of an individual 
during the assessment process. 
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EXTENDED ABSTRACT 

(this paper is published as extended abstract only) 
 

In an era of big-data the general consensus is that 
relationships between variables of interest surface almost by 
themselves. Sufficient amounts of data can nowadays reveal 
new insights that would otherwise have remained unknown. 
Inferring knowledge from data, however, imposes further 
challenges. For example, the 2007-08 financial crisis revealed 
that big-data models used by investment banks and rating 
agencies for decision making failed to predict real-world 
financial risk. This is because while such big-data models are 
excellent at predicting past events, they may fail to predict 
similar future events that are influenced by new and hence, 
previously unseen factors.  

In many real-world domains, experts comprehend vital 
influential processes which data alone may fail to discover. 
Yet, such knowledge is normally disregarded in favor of 
automated learning, even when the data are limited. While 
automation provides major benefits, these benefits sometimes 
come at a cost for accuracy. This study focuses on a 
prediction problem that has similarities to financial risk, 
namely predicting evolving soccer team performance. Soccer 
is the world’s most popular sport and constitutes an 
important share of the gambling market. Just like in financial 
risk, future team performance can be suddenly and 
dramatically affected by rarely seen, or previously unseen, 
events and so both require smarter ways of data engineering 
and modeling, rather than just larger amounts of data.  

Most of the previous extensive work on soccer has focused on 
results predictions based on historical data of relevant match 
instances. In this study we do not consider individual match 
results, but rather exploit external factors which may 
influence the strength of a team and its resulting 
performance. The aim is to predict a soccer team’s 
performance for a whole season (measured by total number of 
league points won) before the season starts. This is an 
important and enormous gambling market in itself - betters 
start placing bets such as which team will win the title, finish 
in top positions, or be relegated, as soon as the previous 

season ends. The need for greater accuracy in such 
predictions has become the subject of international interest 
following the 2015-16 English Premier League (EPL) season 
when Leicester City finished top of the league, having been 
priced at 5,000 to 1 to do so by many bookmakers. 

We use a data and knowledge engineering approach that puts 
greater emphasis on applying causal knowledge and real-
world ‘facts’ to the process of model development for real-
world decision making, driven by what data are really 
required for inference, rather than blindly seeking ‘bigger’ 
data. We refer to this as the ‘smart data’ approach. We use a 
Bayesian network (BN) as the appropriate modelling method. 
Based on the soccer case study, we illustrate the reasoning 
towards this smart-data approach to BN modeling with two 
subsystems:  

1. A knowledge-based intervention for informing the model 
about real-world time-series facts; and  

2. A knowledge-based intervention for data-engineering 
purposes to ensure data adhere to the structure of the 
model.  

The BN model incorporates factors such as player injuries, 
managerial changes, team involvement in other European 
competitions, and financial investments relative1 to 
adversaries. The BN model is based on three distinct time 
components:  

1. Observed events from previous season that have 
influenced team performance; 

2. Observed events during the summer break that are 
expected to influence team performance;  

3. Expected performance for next season, accounting for the 
uncertainty which arises from other unknown events 
which may influence team performance, such as injuries. 

This process is repeated for each new season, for a total of 15 
seasons. This approach enabled us to provide far more 
accurate predictions compared to purely data-driven standard 

  
1 Team A may spend £20m to improve their squad, but if the average 

adversary spends £30m, then the strength of Team A is expected to 
diminish relative to the average adversary. 
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non-linear regression models, which still represent the 
standard method for prediction in critical real-world risk 
assessment problems, such as in medical decision analysis 
(Kendrick, 2014). Specifically, we demonstrate how we 
managed to generate accurate predictions of the evolving 
performance of soccer teams based on limited data that 
enables us to predict, before a season starts, the total league 
points to be accumulated. Predictive validation over a series 
of 15 EPL seasons demonstrates a mean error of 4.06 points 
(the possible range of points a team can achieve is 0 to 114). 
In contrast, for two different regression based methods, the 
mean errors are 7.27 and 7.30. 

The implications of the paper are two-fold. First, with respect 
to the application domain, the current state-of-the-art is 
extended as follows: 

1. This is the first study to present a model for accurate 
time-series forecasting in terms of how the strength of 
soccer teams evolves over adjacent soccer seasons, 
without the need to generate predictions for individual 
matches. 
 

2. Previously published match-by-match prediction models 
(some of them include: Karlis & Ntzoufras, 2003; 
Rotshtein et al., 2005; Baio & Blangiardo, 2010; 
Hvattum & Arntzen, 2010; Constantinou & Fenton, 
2012; Constantinou & Fenton, 2013b) which fail to 
account for the external factors influencing team 
strength, are prone to an error of 8.512 league points 
accumulated per team, in terms of prior belief for team 
strength, and for each subsequent season. Therefore, one 
could improve match-by-match predictions by reducing 
the error in terms of prior belief. 

 
3. Studies which assess the efficiency of the soccer gambling 

market (Dixon & Pope, 2004; Goddard & 
Asimakopoulos, 2004; Graham & Stott, 2008; 
Constantinou & Fenton, 2013b) may find the BN model 
helpful in the sense that it could help in explaining 
previously unexplained fluctuations in published market 
odds.  

Second, with respect to the general strategy for learning from 
data, we demonstrate that seeking ‘bigger’ data is not always 
the path to follow. The model presented in this paper, for 
instance, is based on just 300 data instances generated over a 
period of 15 years. With a smart-data approach, one should 
aim to improve the quality, as opposed to the quantity, of a 
dataset which also directly influences the quality of the 
model. We highlight the importance of developing models 
based on what data we really require for inference, rather 
than generating a model based on what data are available 
which represents the conventional approach to big-data 
solutions. With smart-data one has to have a clear 
understanding of the inferences of interest. Inferring 
knowledge from data imposes further challenges and requires 
  
2 Note that this error assumes EPL teams, and is dependent on the size 

of the league. For instance, the EPL consists of 20 teams and each 
team has to play 38 matches. Hence, the maximum possible 
accumulation of points is 114. 

skills that merge the quantitative as well as qualitative 
aspects of data. 

For future research, we question whether automated learning 
of the available data is capable of inferring real-world facts 
such as those incorporated into the BN model presented in 
this paper. It may be the case that, for many real-world 
problems, resulting inferences will be limited in the absence of 
expert intervention for data engineering as well as modeling 
purposes. Future research will examine the capability of 
causal discovery algorithms in terms of realizing various real-
world facts from data, and the impact various data-
engineering interventions may have on the results. 

Keywords: data engineering; dynamic Bayesian networks; 
expert systems; football predictions; smart data; soccer 
predictions; temporal Bayesian networks. 
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Abstract 

A major goal in personalized medicine is the ability to provide individualized predictions about the future  
trajectory of a disease. Moreover, for many complex chronic diseases, patients simultaneously have additional 
comorbid conditions. Accurate determination of the risk of developing serious complications associated with a 
disease or its comorbidities may be more clinically useful than prediction of future disease trajectory in such 
cases. We propose a novel probabilistic generative model that can provide individualized pre dictions of future 
disease progression while jointly modeling the pattern of related recurrent adverse events. We fit our model 
using a scalable variational inference algorithm and apply our method to a large dataset of longitudinal 
electronic patient health records. Our model gives superior performance in terms of both prediction of future 
disease trajectories and of future serious events when compared to non-joint models. Our predictions are 
currently being utilized by our local accountable care organization during chart reviews of high risk patients. 

This poster from the UAI 2016 conference was given as an invited presentation at the Bayesian Modeling Applications 
Workshop

 

BMAW 2016 - Page 56 of 59



 

Stochastic Portfolio Theory: 
A Machine Learning Approach 

Yves-Laurent Kom Samo 
Machine Learning Research Group  

Oxford-Man Institute of Quantitative Finance  
University of Oxford  

YLKS@ROBOTS.OX.AC.UK 

Alexander Vervuurt 
Mathematical Institute  

Oxford-Man Institute of Quantitative Finance  
University of Oxford  

VERVUURT@MATHS.OX.AC.UK 

 
Abstract 

In this paper we propose a novel application of Gaussian processes (GPs) to financial asset allocation. Our 
approach is deeply rooted in Stochas tic Portfolio Theory (SPT), a stochastic analysis framework introduced by 
Robert Fernholz that aims at flexibly analysing the performance of certain investment strategies in stock 
markets relative to benchmark indices. In particular, SPT has exhibited some investment strategies based on 
company sizes that, under realistic assumptions, outperform benchmark indices with probability 1 over certain 
time horizons. Galvanised by this result, we consider the inverse problem that consists of learning (from 
historical data) an optimal investment strategy based on any given set of trading characteristics, and using a 
user-specified optimality criterion that may go beyond outperforming a benchmark index. Although this in- 
verse problem is of the utmost interest to investment management practitioners, it can hardly be tackled using 
the SPT framework. We show that our machine learning approach learns investment strategies that conside rably 
outperform existing SPT strategies in the US stock market. 

This poster from the UAI 2016 conference was given as an invited presentation at the Bayesian Modeling Applications 
Workshop.
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Abstract 

We formalize decision-making problems in robotics and automated control using continuous MDPs and actions 
that take place over continuous time intervals. We then approximate the continuous MDP using finer and finer 
discretizations. Doing this results in a family of systems, each of which has an extremely large action space, 
although only a few actions are “interesting”. We can view the decision maker as being unaware of which 
actions are “interesting”. We model this using MDPUs, MDPs with unawareness, where the action space is 
much smaller. As we show, MDPUs can be used as a general framework for learning tasks in robotic problems. 
We prove results on the difficulty of learning a near-optimal policy in an an MDPU for a continuous task. We 
apply these ideas to the problem of having a humanoid robot learn on its own how to walk. 

 

This poster from the UAI 2016 conference was given as an invited presentation at the Bayesian Modeling Applications 
Workshop.
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Abstract 

In many applications, it may be better to compute a good interpretable policy instead of a complex optimal one. 
For example, a recommendation engine might perform better when accounting for user profiles, but in the 
absence of such loyalty data, assumptions would have to be made that increase the complexity of the 
recommendation policy. A simple greedy recommendation could be implemented based on aggregated user 
data, but another simple policy can improve on this by accounting for the fact that users come from different 
segments of a population. In this paper, we study the problem of computing an optimal policy that is 
interpretable. In particular, we consider a policy to be interpretable if the decisions (e.g., recommendations) 
depend only on a small number of simple state attributes (e.g., the currently viewed product). This novel model 
is a general Markov decision problem with action constraints over states . We show that this problem is NP hard 
and develop a MILP formulation that gives an exact solution when policies are restricted to being deterministic. 
We demonstrate the effectiveness of the approach on a real-world business case for a European tour operator's 
recommendation engine. 

This poster from the UAI 2016 conference was given as an invited presentation at the Bayesian Modeling Applications 
Workshop

 

BMAW 2016 - Page 59 of 59


