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Abstract—Authentication on smartphones for high valued
transactions in e-banking applications require authentication
methods that are both more robust and more convenient than
simple PIN based authentication. Although a two factor authen-
tication approach can increase the system security, the second
factor has to be robust enough not to be compromised by simple
attacks. Face and periocular based biometrics have been explored
in many works for authentication on smartphone. Multi-modal
biometrics always have an edge over the unimodal biometrics. In
this work, we explore various multi-modal biometrics employing
feature level and score level fusion to improve the biometric
performance of the system. An extensive number of experiments
are conducted using two different devices - Samsung Galaxy S5
smartphone and Samsung Galaxy Note 10.1 tablet. The database
consisting of 46 subjects has provided a performance with best
Genuine Match Rate (GMR) of 95.52% for smartphone and
96.65% GMR for tablet. The obtained scores for feature level
and score level fusion advocates the use of a fused approaches
over a unimodal biometric authentication on the smartphones.

I. INTRODUCTION

Smartphones are employed as a form of authentication de-
vice in many secure applications such as e-banking and mobile
commerce. The risk of compromising simple knowledge-based
authentication factors such as PINs and alpha-numeric keys
instigated the use of biometric characteristics as a means of
authentication. Major smartphone manufacturers such as Apple
and Samsung have started providing integrated sensors in the
mainstream smartphones employing fingerprint for authentica-
tion. Such an authentication form has been widely used for
authenticating the owner of the device. Increased acceptance
of biometric characteristics for authentication has gained the
trust of the general public, which has further motivated Apple
to launch an e-vallet application like ApplePay 1.

It is interesting to note that smartphones without integrated
fingerprint sensors can still be used as biometric sensor by
employing the embedded cameras available in the smartphone.
Smartphone cameras are well exploited for many biometric
applications such as fingerphoto recognition [1], [2]. Earlier
works have also obtained high quality biometric samples
corresponding to face from smartphones [3], [4]. Inspired
by success of various biometric characteristics as modes of
authentication on smartphone, in our earlier work, we have ex-
plored pericoular image based authentication on smartphones
[5]. During the acquisition process of periocular images the
face image is a side-product, as the field of view of camera is
large and periocular images are to be segmented from the entire
face image. Thus the facial characteristics can be exploited as

1https://www.apple.com/apple-pay

supplementary information for improving a mere periocular
based authentication system.

In this work, we explore multi-modal biometrics by using
both face and periocular information to make the system more
robust and accurate. We first evaluate the baseline performance
of each of the characteristics independently and evaluate the
improvement in the verification performance when both modal-
ities face and periocular are fused. Another set of experiments
are conducted in this work to evaluate the performance of
various fusion techniques such as feature level fusion and
comparison score level fusion.

In the rest of the paper, we present the layout of the
authentication system for smartphones in Section II and we
discuss the database used in this set of experiments in Section
III. In Section II-A, we discuss the employed feature extraction
techniques in this work. Section IV presents the experiments
performed in this work along with obtained results. Section
VIII provides the summary of the work.

II. FRAMEWORK OF SMARTPHONE BASED

AUTHENTICATION

The authentication system for smartphones using face and
periocular information is depicted in Figure 1. The system
uses both the information from the face and periocular region.
Any subject can be enrolled in the authentication system by
presenting the face image to either the frontal camera or the
rear camera of the smartphone. Once the face is captured by
the system, the entire face images and the two segmented
periocular images provide features that are stored in the
enrollment database. In a similar fashion, probe images for
authentication are obtained using frontal or rear camera of the
smartphone. For a detailed description of the authentication
system in smartphones, the reader can refer [5], [6].

A. Feature Extraction and Comparision

The obtained images are used to extract the features using
three well known state-of-art feature extraction techniques :
Scale Invariant Feature Transform (SIFT) [7], Speeded Up
Robust Features (SURF) [8] and Binarized Statistical Image
Features (BSIF) [9]. SIFT features have been well explored for
face recognition [10] and periocular recognition [11], [12]. In
a similar manner, SURF has been studied for its effectiveness
in face and periocular recognition[13], [11], [12]. BSIF has
been explored earlier for biometric applications by our works
[5], [14]. Further, all these features are well explored for the
smartphone based biometric applications and features have
demonstrated the suitability for such applications [5], [6].
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Fig. 1: Multi-modal authentication system for smartphones

TABLE I: Specifications of different hardware in this work

Device Operating System Screen Size Back Camera Front Camera

Samsung Galaxy S5 Android v4.4.2 1080 x 1920 pixels 5.1 inches 16 MP, 5312 x 2988 pixels 2 MP

Samsung Galaxy Note 10.1 Android v4.4.2 800 x 1280 pixels, 10.1 inches 5 MP, 2592 x 1944 pixels 1.9 MP

The extracted features from reference image and probe
image are compared using Bhattacharya distance between his-
tograms [15] for BSIF and Fast Approximate Nearest Neighbor
Search [16] for SIFT and SURF features. The obtained com-
parison score is used as genuine score and impostor score.

III. DATABASE

The authentication system described in Section II, was
used to acquire a new database of 46 subjects. The database
was constructed using two devices of which the first is a
smartphone - Samsung Galaxy S5 and the other is a tablet
- Samsung Galaxy Note 10.1. The detailed specifications of
the devices and the embedded cameras are given in Table I.
The data was collected from both cameras (frontal and rear)
for both devices. Additionally, data was collected by a trained
operator using the rear camera of both the devices.

A. Reference Image Acquisition

A set of 5 reference images were obtained for each
subject in a single session, which were captured 2-3 minutes
apart under relatively constrained scenario fulfilling sufficient
amount of illumination of the face. All the images acquired
are presented to the user to choose the images to be enrolled
into the database. This visual inspection by the user works as
a secondary quality check after the primary quality factors of
the face region are satisfied in accordance with OpenCV face
detector [17].

B. Probe Image Acquisition

In order to simulate the real life authentication scenario,
where the user is expected to authenticate himself under
various unconstrained conditions, we have collected the probe
data over 10 different sessions. The sessions are spread in
a wide span of time period and the probe data is acquired
in 10 different non-constrained conditions. The quality of

the acquired image is evaluated by the OpenCV based face
detector and additionally the visual input from the user. Thus
for each subject the database contains 10 probe images.

C. Experimental Protocol

TABLE II: Details of the database in this work

Total Reference Probe Total Geniune Impostor

Camera Subjects Image Image Images Comparisons Comparisons

Smartphone Samsung S5

Front 46 5 10 690 2300 105800

Back 46 5 10 690 2300 105800

Back Assisted 46 5 10 690 2300 105800

Smartphone Samsung S5

Front 46 5 10 690 2300 105800

Back 46 5 10 690 2300 105800

Back Assisted 46 5 10 690 2300 105800

The database consists of images collected from 46 subjects
using two different devices. The total number of images in the
database is provided in the Table II. In order to obtain the
baseline performance of the system, each reference image is
compared against each probe image. Thus for each subject
with 5 reference images and 10 probe images, we obtain a set
of 50 genuine scores. As there are 46 subjects in the database,
we obtain a total of 45 × 50 = 2250 impostor scores for
each subject. The total number of genuine and impostor scores
for each set of data corresponding to each different device is
presented in Table II.

The results are reported in terms of Equal Error Rate (EER)
and Genuine Match Rate (GMR) at various False Match Rate
(FMR) [18]. The GMR is defined using False Non Match Rate
(FNMR) (%) as:

GMR = 1− FNMR
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TABLE III: Biometric performance in terms of Genuine Match Rate and Equal Error Rate for unimodal approaches.

Camera Feature Extraction
Face Right Periocular Left Periocular

GMR @ FMR=0.01% EER GMR @ FMR=0.01% EER GMR @ FMR=0.01% EER

Smartphone - Samsung S5

Back

SIFT 76.36 5.18 57.34 6.63 45.35 7.07

SURF 45.03 10.21 70.56 6.55 59.28 6.20

BSIF 87.55 4.65 75.86 7.01 76.00 5.80

Back Assisted

SIFT 88.43 1.88 65.43 5.00 70.83 5.03

SURF 52.91 5.13 84.04 4.00 80.22 4.86

BSIF 94.39 1.61 79.00 5.56 72.09 5.73

Front

SIFT 70.73 5.54 17.43 10.92 39.91 9.60

SURF 28.78 10.93 52.00 9.17 47.32 8.81

BSIF 84.82 2.70 58.21 9.08 56.86 10.17

Tablet - Samsung Note 10.1

Back

SIFT 92.83 2.62 31.43 9.40 61.91 8.40

SURF 81.83 3.34 77.26 6.01 74.30 7.54

BSIF 94.61 2.43 77.39 5.91 77.30 6.75

Back Assisted

SIFT 95.57 1.81 30.83 8.79 48.52 6.87

SURF 79.91 1.96 71.30 5.31 51.09 5.47

BSIF 96.65 2.03 82.91 5.00 85.78 4.78

Front

SIFT 93.26 1.77 51.43 7.73 66.21 7.32

SURF 75.26 3.5 66.6 6.39 76.69 5.72

BSIF 94.30 0.91 53.91 8.78 49.43 9.74

For the simplicity of the work, we present the GMR at a
FMR = 0.01%. GMR for other values can be obtained from
the presented graphs.

IV. RESULTS

This section presents the results obtained in this work. In
the first part, we present the baseline results for a single bio-
metric characteristic based verification and in the second part,
we present the results of the multi-biometric characteristics
based verification of fused features. Further, in the last part
we evaluate the verification performance when the comparison
scores obtained from different features are fused.

V. UNIMODAL VERIFICATION PERFORMANCE

Unimodal verification performance in this work is studied
using face, left and right periocular images. As discussed
previously, we employ SIFT, SURF and BSIF features for
each of these biometric characteristics. The obtained results
for various features and biometric characteristics are provided
the Table III. It can be noted from Table III that the face based
verification performs better than either left or right periocular
based features. BSIF features has performed consistently well
for face and left periocular features. The overall observation
is that the GMR obtained for face based verification with
both devices and three different acquisition modi is much
higher than the verification scores obtained by employing a
single region such as left or right periocular image alone.
Nevertheless, the EER for the left and right periocular image
based verification indicates that the system can be used in low
security two factor authentication applications.

Another important factor to note is that the images obtained
from the frontal camera perform as good as the images
obtained from rear camera of the devices. General patterns in
the result also suggest that the performance obtained from the
Samsung Galaxy Note tablet is higher as compared to results

obtained with a smartphone. This can be attributed to the
fact that the camera is centrally placed on side corresponding
to longest side of tablet. The placement allows the users to
align the face with reference to the camera introducing lesser
variations in pose and angle.

VI. FEATURE LEVEL FUSION BASED VERIFICATION

PERFORMANCE

Face region comprises of periocular information which can
be used independently or jointly with the face information.
Non-standard and unconstrained face acquisitions always suf-
fer from non-standard pose, illumination and angle. Even under
such non-standard conditions, the use of the periocular region
has proven to perform substantially or equivalently well as
compared to face based verification [11]. In the similar terms,
our earlier work has confirmed the performance of periocular
information for authentication on smartphones [5]. However,
there are no works evaluating the performance of the fusion
of features from three different biometric characteristics on a
smartphone. Thus, in this work we explore feature level fusion
for our multi-biometric system.

If BSIF features from the face region, left periocular region
and right periocular region are denoted by fb, lpb and rpb, then
the final feature vector is obtained by concatenation of features
obtained from three characteristics given by fvb:

fvb = fb ⊔ lpb ⊔ rpb

Along the same lines, if the features from SIFT are denoted
by subscript s and SURF by u, the final feature vectors can
be given as below:

fvs = fs ⊔ lps ⊔ rps

fvu = fu ⊔ lpu ⊔ rpu

The fused feature vector from different characteristics such
as face and pericocular region for BISF, SIFT and SURF
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Fig. 2: ROC curves for various multi-biometric recognition approaches fusing face and periocular features with the feature level
fusion method on Samsung S5 and Samsung Note

TABLE IV: Biometric performance in terms of Genuine Match
Rate and Equal Error Rate for multi-biometrics using feature
level fusion.

Camera Feature
Samsung S5 Samsung Note 10.1

GMR@FMR=0.01% EER GMR@FMR=0.01% EER

Back

SIFT 86.74 2.39 93.43 1.70

SURF 85.57 2.57 85.57 2.57

BSIF 88.58 3.10 91.30 3.47

Back Assisted

SIFT 94.91 1.03 96.78 0.99

SURF 93.95 1.99 93.95 1.99

BSIF 90.60 2.42 94.13 3.13

Front

SIFT 74.65 4.26 88.69 2.95

SURF 80.82 4.69 89.65 3.83

BSIF 77.82 4.65 91.82 2.30

characteristics are used to obtain the verification scores as
given in Table IV. It can be observed from the Table IV
that the fusion of the feature vectors from different modalities
improved the verification performance, in terms of both EER
and GMR. The gains obtained in GMR supports the fusion of
the feature vector for improving the verification performance
on smartphones and clear advantage can be viewed with
respect to unimodal verification performance. Figure 2 presents
the Receiver Operating Characteristics (ROC) for the feature
level fusion with features from face, left periocular and right
periocular features for both devices.

VII. COMPARISON SCORE FUSION BASED VERIFICATION

PERFORMANCE

Earlier works have advocated the boost in verification
performance when the comparison scores are fused [5], [6].
In order to evaluate the gain in verification performance as
compared to the feature level fusion, we carry out score level
fusion in this work. Given the score from BSIF comparison
for face, left periocular and right periocular region denoted by
fbc, lpbc and rpbc, we obtain fused score cb using the SUM
rule as given by:

cb = fbc + lpbc + rpbc

In similar terms, the fused scores are obtained by SUM
rule for the scores obtained using SIFT features denoted by
subscript s and SURF features denoted by u. The fused scores
for SIFT and SURF features can can be given as below:

cs = fsc + lpsc + rpsc

cu = fuc + lpuc + rpuc

Table V provides the verification performance obtained
using SUM rule fusion with multi-biometric characteristics.
As compared to the single biometric based performance or
multi-biometric performance employing feature level fusion,
score level fusion further improves the performance. The
best GMR 95.5% is obtained for images obtained from back
camera, 95.52% is obtained for images obtained from back
camera in assisted mode and 89.39% is obtained for images
obtained from front camera. In similar terms lower EER can be
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Fig. 3: ROC curves for various multi-biometric recognition approaches fusing face and periocular features with the score level
fusion method on Samsung S5 and Samsung Note

TABLE V: Biometric performance in terms of Genuine Match
Rate and Equal Error Rate for multi-biometrics using score
level fusion.

Camera Feature
Samsung S5 Samsung Note 10.1

GMR@FMR=0.01% EER GMR@FMR=0.01% EER

Back

SIFT 76.58 2.75 90.17 2.34

SURF 79.64 2.91 95.21 1.30

BSIF 95.50 1.13 93.56 3.52

Back Assisted

SIFT 91 1.67 90.69 1.31

SURF 93.60 1.67 96.95 0.69

BSIF 95.52 0.95 94.47 3.64

Front

SIFT 83.65 3.38 93.13 2.55

SURF 83.47 3.25 87.47 3.26

BSIF 89.39 2.26 94.17 2.04

observed for verification based on score level fusion. Further,
Figure 3 presents the ROC for the SUM score level fusion
using face, left periocular and right periocular features for both
devices.

VIII. CONCLUSION

Smartphone authentication for various secure transactions
are gaining importance these days. Employing the smartphone
cameras, one can use face or periocular based biometrics for
authentication. In this work we have explored multi-biometric
verification using both feature and score level fusion. An ex-
tensive set of experiments conducted on a database consisting
of 46 subjects has shown the robust performance in terms of

verification accuracy. The best unimodal verification rate was
obtained for face based authentication with GMR of 94.39%
for Samsung S5 smartphone and GMR of 96.65% for Samsung
Note tablet. Availability of three modalities such as face, right
periocular and left periocular has motivated us to perform
feature level and score level fusion. The best verification rate of
94.91% GMR is obtained for smartphone and GMR of 96.58%
is obtained for tablet. The nominal improvement in verification
can be observed due to feature level fusion. Further, in this
work, we have also explored comparison score level fusion
using the scores obtained from face, left and right periocular
features. The best GMR of 95.52% if obtained for smartphone
and 96.65% GMR is obtained for tablet. The score level fusion
has boosted the performance by more than 1% in GMR. It has
to be noted that the EER has significantly decreased (2− 3%)
in the case of score level fusion as compared to EER obtained
when unimodal biometrics is used for authentication.
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