
 
 

  
Abstract—The information fusion community

grand challenges. In this paper we de

revolutionary implementation of an autom

information fusion system addresses these gran

innovative system processes real-time heterogen

sources, including track data, as well as spo

English language, transforming all inputs into

semantic form for deep automated reasoning. 

in real-time Question Answering with Virtua

Virtual Battlespace using spoken and written E

devices. This solution offers the prospect o

situation awareness.  

 
Index Terms— Avatars, Computational Ling

interfaces, Data Fusion, Information Fusion, I

Knowledge representation, Multi-agent S

Language Processing. 

I. INTRODUCTION 

VER a decade ago, Lambert [1] wrote 
“Grand Challenges for Information Fu

challenges identified were: 
• System Challenge: How should we ma

fusion systems formed from combinatio
machines? 

• Paradigm Challenge: How should the 
between the sensor fusion and inf
paradigms be managed? 

• Semantic Challenge: What symbols sho
how do those symbols acquire meaning? 

• Epistemic Challenge: What informa
represent and how should it be represent
within the machine? 

• Interface Challenge: How do we int
complex symbolic information stored wi
provide decision support? 

The following sections outline th
“Consensus” solution for these grand 
information fusion. The presentation accomp
features a video of a live demonstration of h
with the Consensus system as it is processin
track data and English text. A variant of th
scenario [2] is used to demonstrate Consens
scenario involves Redland attempting a mu
after seizing the Camrien Peninsula from 
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A complete fusion system needs to integ
situation awareness and machine data fu
means of interfacing between the two. Fig
desired integration. The Consensus fusion
consensus between humans and machi
seamless horizontal and vertical integratio
components. This addresses the System
identifying how we should manage in
systems formed from combinations of peop
A general protocol for agent interactio
developed, be those agents human or mach
not used in the current Consensus system.
implemented Consensus fusion system in op

III. THE PARADIGM CHALLEN

To provide a unifying paradigm for dat
proposed the State Transition Data Fusion (
12, 13]. Under STDF, each JDL level chara
in terms of transitions between states, wit
levels being associated with increasingly m
concepts of “state”. Level 0 is a worl
represented by transitions between feature v
1 is a world of objects represented by tr
state vectors; level 2 is a world of situatio
transitions between states of affairs; and lev
scenarios represented by transitions betwee
Fig 1 depicts these states for each JDL 
model also asserts that the same basic fusio
at each JDL level. Fig 3 depicts the general 
fusion process. It aims to explain the
prediction and observation, and therefore 
all science as applications of data fusion. 
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The remaining part of the Semantic Chall
those symbols acquire meaning”. This 
extending the formal language of Mephisto 
formal logic <L, ş> through the introdu
preserving inference relation, relation ş ⊆

powerset P(x) = {u | u ⊆ x}, and by then 
allowable interpretations of those symbol
axioms and definitions. For example, Fig
formal axiom ∃x ∀y (y ≤ x) to say that there
the world that contains all fragments of the
then defined as the universe Ω by x ≡ Ω =
mathematically imposing inferential truth c
symbols in this way, the symbols acquire mea

Mephisto is a perdurant ontology, thus e
world is treated as a process [19]. We use lat
x, y and z to denote processes. Pr
spatiotemporal regions. We use the letters t

temporal and spatial projections of process
Every process can be thought of as a four-di
time chunk. We use mereological prod
segments of these chunks. The relational as
represents the process x at time t at sp
mereological part-hood to denote parts of sp
The relational assertion x ≤ y states that proc
process y. The spatial components of a p
axioms of the region connection calculu
temporal components obey Allen's interval alg

The final step is to implement the set of M
L within a machine and to implement the inf
as an inference engine. This compute step is
third column of Fig. 4. This transforms t

Fig. 4  Mephisto Semantic Framework. 
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in Fig. 6, provides the basis for the implemented agents, with 
Mephisto as the agents’ “language of thought”. 

Folk Psychology ascribes mental states to cognitive 
individuals as beliefs, expectations, hopes, et cetera. These 
mental states are termed propositional attitudes because in 
everyday language they are represented by propositional 

attitude expressions of the form <subject> <attitude> that 

<proposition-expression>. Fred believes that the sky is blue is 
a sample propositional attitude expression. In a propositional 
attitude expression: the subject, e.g. Fred, expresses which 
individual has the propositional attitude; the propositional 
expression, e.g. the sky is blue, expresses some assertion about 
the world; and the attitude, e.g. believes, expresses the kind of 
response the subject has toward the proposition. The 
ATTITUDE Psychological Model uses formal propositional 
attitudes as a basis for programming. The subject, e.g. Fred, 
identifies which agent is being referenced; the attitude, e.g. 
believe, identifies a kind of internal memory; and the 
propositional expression, e.g. blue(sky), identifies Mephisto 
content stored in that memory. The formal propositional 

attitude instruction believe(Fred, blue(sky)) instructs agent 
Fred to store the propositional content blue(sky) in its belief 
memory. 

An ATTITUDE agent’s sensors can be added dynamically 
and can be distributed across platforms. Interaction processes 
and memories are used for sensor and effector processing. The 
sub-object and object fusion processes and memories in Fig. 6 
provide the “object assessment” capability shown in Fig. 5. 
They produce detection state vectors at time step k+1. A 
sample track related state vector is uොq(k+1 | k+1) = 
<t_821, 7200665, 40193.1, -108826, -215.141, 209.048, 1.004414, -0.465357, 
0, 30627.3, -4925.19, 1326.65, -154.695, -4925.19, 41766.1, -154.19, 
1676.42, 1326.65, -154.19, 116.128, -6.58736, -154.695, 1676.42, -6.58736, 
130.768>. 

The “semantic registration” process in Fig. 6 then provides 
the “semantic registration” capability in Fig. 5 by converting 
each state vector uොq(k+1 | k+1) into a set of Mephisto 
propositional perceptions Φq(k+1) reporting position, speed, 
course, environment and allegiance. The previous uොq(k+1 | k+1) 
generates perception Φq(k+1) = 
{at(t_821, timestamp(2001, 6, 16, 13.0 ,45.0 ,51.28), 

 
Fig. 6  ATTITUDE Psychological Model. 
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coordinate(radians(0.9873294202374645), radians(0.4539469822836761), 
(metres(0.0), metres(100000.0)))), speed(@(t_821, timestamp(2001, 6, 16, 
13.0, 45.0, 51.28), _1865), metres_per_second(299.9778594913298)), 
course(@(t_821, timestamp(2001,6,16,13.0,45.0,51.28), _1880), 
radians(2.3418315976755615)), in_air(@(t_821, 
timestamp(2001,6,16,13.0,45.0,51.28), 
coordinate(radians(0.9873294202374645), radians(-0.4539469822836761), 
metres(5.0E+04))), celtic_sea_ext*redland_region), 
unknown_allegiance(@(t_821, timestamp(2001,6,16,13.0,45.0,51.28), 
_3318)), [[40193.1, -108826.0, -215.141,209.048], [40216.767919900805, -
109061.98584052833, 213.95539528911104, 204.80762301955747], …]}. 

Sensors for speech and written text are similarly 
semantically registered into a Mephisto propositional form. 
For example, the written sentence uොq(k+1 | k+1) = The missile 

hit the frigate is semantically registered as Φq(k+1) =  
{frigate(@(skc0002, t_0003, s_0002)), missile(@(skc0001, t_0003, s_0001)), 
 before(t_0003, invl(timestamp(2001,6,16,13.0,45.0,51.38), 
timestamp(2001,6,16,13.0,45.0,51.28))), hits(@(skc0001, t_0003, s_0001), 
@(skc0002, t_0003, s_0002))}. 
 

Sub-object words are detected by a lexical analyser and the 
detected words are tracked by a parser to form sentence 
objects  [10]. 

The Epistemic Challenge states “What information should 
we represent and how should it be represented and processed 
within the machine?” The Consensus response is determined 
by the background information of the long-term memory 
depicted in Fig. 6 and the contextual information that arises in 
various working memories as an agent interacts with its 
environment. Each ATTITUDE agent’s long-term memory is 
composed of: semantic memory that stores the Mephisto 
axioms and definitions in a computational form; epistemic 

memory that records facts about the world in a computational 
form; and episodic memory housing cognitive routines, each 
of which specifies a recipe for behaviour as a transition 
network of propositional attitude instructions.  

Execution of a cognitive routine involves the agent 
attempting to successfully transition from the starting 
propositional attitude instruction of the network through to 
one of the final propositional attitude instructions of the 
network, by performing each propositional attitude instruction 
encountered. Performing a propositional attitude instruction 
either succeeds or fails, with success or failure determining 
which propositional attitude instruction in the network is 
attempted next, and with performance of a propositional 
attitude instruction resulting in side effects in the working 
memories of the agent. The cognitive routines specify the 
psychological processes that monitor patterns of behaviour in 
the world and so when operating, deliver the “scenario 
assessment” capability in Fig. 5. At time step k, ȭ෠୧ሺk ൅ ͳȁkሻ is 
the predicted state of affairs for the state of affairs Σi(k+1) of 
situation Σi in the world at time step k+1. A cognitive routine 
will often periodically halt and load an expectation into 
awareness memory. The expectation is about what is expected 
to be perceived in the world according to the pattern of 
behaviour being monitored. At time step k, expectation Ȱ෡୧ሺk ൅ ͳȁkሻ is the predicted perception for situation Σi(k+1) at 
time step k+1. This provides the “set expectations” capability 
in Fig. 5. 

The execution of each cognitive routine is managed by the 

Attention process in Fig. 6. It provides the agent’s focus of 
attention and short-term memory as it juggles execution of 
multiple competing cognitive routines. The “proposition 
association” capability in Fig. 5 is also handled by the 
Attention process in Fig. 6. It matches incoming perceptions to 
current expectations. There are three possible outcomes.  

(a) When an expected perception occurs, the cognitive 
routine associated with that expectation Ȱ෡୧ሺk ൅ ͳȁkሻ resumes 
execution, but with the new contextual information of the 
matching perception Φq(k+1). The cognitive routine will then 
typically update its explanation of the unfolding situation Σi as 
a new set of beliefs ȭ෠୧ሺk ൅ ͳȁk ൅ ͳሻ in Awareness memory in 
Fig. 6 about the state of affairs Σi(k+1), thus providing the 
“situation update” capability of Fig. 5.  

(b) When an unexpected perception Φq(k+1) occurs, it may 
match an anticipation Ȱ෡୧ሺk ൅ ͳሻ in the Awareness working 
memory of Fig. 6. Anticipated perceptions launch execution of 
a new cognitive routine to monitor a previously unmonitored 
situation. The launched cognitive routine execution typically 
records the initial beliefs ȭ෠୧ሺk ൅ ͳȁk ൅ ͳሻ about the new 
situation. This delivers the “situation initiation” capability of 
Fig. 5. Unanticipated, unexpected perceptions are ignored. 

(c) When an unmatched expectation Ȱ෡୧ሺk ൅ ͳȁkሻ occurs, it 
will typically be allowed to persist for a fixed number 
perception cycles, after which that expectation propositional 
attitude instruction fails. Depending on the structure of the 
cognitive routine, this may signal the discontinuation of 
situation Σi in the world, thus capturing the “situation deletion” 
capability in Fig. 5. 

VI. THE INTERFACE CHALLENGE 

Natural interfaces are essential components for improving 
and integrating human and machine situation awareness. They 
address the Interface Challenge of higher-level fusion [24]. 
Consensus utilizes three relatively mature high-level 
interfaces: Lexpresso—a Controlled Natural Language for 
natural human-machine interaction via spoken and written 
English [25]; Virtual Advisers—dynamic programmable 
animated avatars who can report on situations and respond to 
questions [26, 27]; and a Virtual Battlespace—an interactive 
3-D geospatial display [28, 29]. Consensus coordinates all 
three interfaces in a seamless environment to provide a natural 
dynamic real-time Question Answering capability over the 
domain of interest with particular regard to space and time. 
Crucially, these interfaces are tightly coupled to Consensus’s 
Mephisto canonical semantic representation and ATTITUDE 
automated reasoning. As a consequence, each interface 
appears aware of the situation to which it attends. For 
instance, the Virtual Advisers ‘comprehend’ situations on 
which they report; the Virtual Battlespace ‘perceives’ the 
movement of vessels through the environment; and Lexpresso 
‘comprehends’ the meaning of natural English questions and 
answers. Fig. 7 shows Consensus’ major processing steps. 

Lexpresso transforms ingested English text into Mephisto 
constructs. Explicit and implicit spatiotemporal information is 
converted and stored along with referential identifiers to 
entities sensed and perceived at JDL levels 0 and 1. At this 
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stage indexicals are resolved according to
resolution algorithms. Ambiguities in natur
automatically identified and removed via 
choice. These processes are designed to 
knowledge base is consistent. 

Users can query ingested and stored know
and inferred information. On request Consen
automated situation reports on the live acti
platforms within the North Atlantis scenar
ships, commercial aircraft, radars, and m
Situation Reports are generated by sort
constructed by various cognitive routines 
sourced from sensor inputs. The situation repo
in natural English texts, spoken by Virtu
synthesized text-to-speech, and replaye
visualized within the 3-D Virtual Battlespace.

VII. AN EXAMPLE FROM THE SCE

In the Consensus demonstration video Blue
has intercepted an email from a person nam
sent to Redland Intelligence, the enemy. In
says she is on board a yacht at some coordin
can see a passenger ferry travelling in a c
Intelligence wants to know whether the conv
their covert Operation Liberty convoy, o
resupply convoy. The following email i
Consensus: 

 
Subject: Convoy sighted 
From: Paula Lands 
To: Redland command 

Fig. 7  Consensus major processing steps. 
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ENARIO  

eland Intelligence 
med Paula Lands 
n the email Paula 
nates, and that she 
convoy. Blueland 
voy Paula sees is 

or the munitions 
is ingested into 

Sent: Saturday, 26 January 2015 12:41:50
I am on board a yacht at 56.8075N 26.875
I see a passenger ferry in a convoy. 
The convoy has a military vessel. 
I recognise the ferry as the Sea Queen. 
It has 500 soldiers on board. 
It is approaching the Camrien Peninsula. 

 
The first sentence after the emai

yacht at 56.8075N 26.8753W.’ is co
representation: 
perceive(cnl_sensor,tells([tel

imestamp(2015,1,26,2,11,50),ti
,50)),s_000006),Paula_Lands),i

lassified)],[animate(@(skc0000
,1,26,2,11,50),timestamp(2015,

2)),female(@(skc000002,invl(ti
,50),timestamp(2015,1,26,2,11,

ate(@(skc000003,invl(timestamp
mestamp(2015,1,26,2,11,50)),co

75),degrees(-
26.8753),metres(0.0)))),nouns(

tamp(2015,1,26,2,11,50),timest
),s_000002),Paula_Lands,[anima

st_name,gendered,last_name,pro

male)]),nouns(@(skc000003,invl
,11,50),timestamp(2015,1,26,2,

rees(56.8075),degrees(-26.8753
yacht,[inanimate,indefinite,si

at,coordinate(degrees(56.8075)
26.8753),metres(0.0)))]), 

verbs(directly_attached,[@(skc
2015,1,26,2,11,50),timestamp(2

00002),@(skc000003,invl(timest
,timestamp(2015,1,26,2,11,50))

.8075),degrees(-
26.8753),metres(0.0)))],[pos(2

head_verb])])) 

This representation contains 

 
53W. 

l header ‘I am on board a 
onverted into the following 

ler(@(skc000002,invl(t

mestamp(2015,1,26,2,11
nfo_classification(unc

02,invl(timestamp(2015
1,26,2,11,50)),s_00000

mestamp(2015,1,26,2,11
50)),s_000002)),inanim

(2015,1,26,2,11,50),ti
ordinate(degrees(56.80

@(skc000002,invl(times

amp(2015,1,26,2,11,50)
te,definite,female,fir

per_name,singular,inv(

(timestamp(2015,1,26,2
11,50)),coordinate(deg

),metres(0.0))), 
ngular,prep(on),SPACE(

,degrees(-

000002,invl(timestamp(
015,1,26,2,11,50)),s_0

amp(2015,1,26,2,11,50)
,coordinate(degrees(56

),present,surface(be),

meta-information which 
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registers the time and place of the teller, Paula Lands, and the 
information classification. Drawing on lexical knowledge 
Lexpresso identifies the two referents and associates them 
with particular linguistic properties; Paula Lands with 
proper_name, animate and female; yacht with inanimate, 

indefinite, singular.  
Lexpresso performs anaphor resolution and resolves the 

pronoun ‘I’ from the phrase ‘I am on board’ with Paula Lands, 
the teller. The solemnised constants skc000002 and skc000003 
are introduced to name new processes.  

The process skc000003 at timestamp (2015, 1, 26, 2, 
11, 50), and at coordinate (degrees (56.8075), 

degrees (-26.8753), metres (0.0)) is asserted to be a 
yacht. 

The representation encodes that Paula Lands is 
directly_attached to the yacht at the specified time. A 
Mephisto axiom asserts that any process x directly attached to 
any other process y, is at the same coordinates as y. Hence 
Consensus infers that Paula Lands is at the same coordinates 
as the yacht.  

The second sentence ‘I see a passenger ferry in a convoy’ is 
asserted as two propositions ‘a passenger ferry is a member of 
a convoy’ and ‘Paula Lands sees a passenger ferry’. 
[…,member(@(skc000009,invl(timestamp(2015,1,26,2,11,

50),timestamp(2015,1,26,2,11,50)),s_000009),@(skc000
010,invl(timestamp(2015,1,26,2,11,50),timestamp(2015

,1,26,2,11,50)),s_000010)), 

nouns(@(skc000009,invl(timestamp(2015,1,26,2,11,50),

timestamp(2015,1,26,2,11,50)),s_000009),passenger_fe
rry,[...]), 

nouns(@(skc000010,invl(timestamp(2015,1,26,2,11,50),
timestamp(2015,1,26,2,11,50)),s_000010),convoy,[…]), 

verbs(sees,[@(skc000002,invl(timestamp(2015,1,26,2,1
1,50),timestamp(2015,1,26,2,11,50)),s_000002),@(skc0

00009,invl(timestamp(2015,1,26,2,11,50),timestamp(20
15,1,26,2,11,50)),s_000009)],[…])] 

A Mephisto axiom states that if any process x sees another 
process, then x is a cognitive process.1 Another epistemic 
axiom states that for any cognitive process x and any process 
y, if x and y are less that 22km apart, then x can see y. From 
these axioms and the contents of the knowledge base, the 
system infers that Paula Lands is cognitive, and that if any 
process is within a 22km radius of 56.8075 degrees north and 
26.8753 degrees west, then Paula Lands can see that process. 
This calculation may require consideration of environmental 
factors such as the curvature of the earth, altitude of entities 
and possible visual obstructions. A user can now query 
Consensus. A query such as ‘‘Can she see it?” is converted 
into a query representation whereby the pronouns ‘she’ and 
‘it’ are both resolved to Paula Lands and the Operation Liberty 
convoy respectively. Consensus can calculate the distance 
between two coordinates. Blueland Intelligence knows where 
its Operation Liberty convoy is at any given time. Hence 
Consensus infers that Paula can see the convoy.  

The parser identifies the query as phrased in dynamic 

modality and transforms this into:  

 
1 We allow for a non-cognitive sensor to ‘see’ a target, but this another 

sense of ‘see’ and is not discussed here. 

[...([Operation_Liberty_convoy(@(_359739,_359741,_35

9743)),nouns(@(skc000002,_359741,_359759),Paula_Land
s,[animate,definite,female,first_name,gendered,last_

name,proper_name,singular,inv(male)]),verbs(can_sees
,[@(skc000002,_359741,_359759),@(_359739,_359741,_35

9743)],[pos(1),q(yes_no),able,surface(see),head_verb
])])] 

or informally ‘is Paula Lands able to see the operation liberty 
convoy’. To answer this question, Consensus first needs to 
interpret numerous linguistic queues and convert them into 
symbolic forms. Once confirmed, the variable slots are filled 
and response generation commences.  

The generation process transforms the canonical semantic 
forms into a natural English language response. The response 
formulation takes into account appropriate linguistic forms 
according to expected conventions of the English language, 
including tense, aspect and mode of verbs; number and 
definiteness of nouns; grammatical agreement between nouns 
and verbs, sentence polarity and the scope of any quantifiers. 

VIII. CONCLUSION 

We have outlined five grand challenges facing high level 
information fusion and presented DSTO’s implemented 
innovative solution called Consensus. Consensus is under 
active development and currently processes real-time 
heterogeneous information sources, including track data, as 
well as spoken and written English language. It transforms all 
inputs into a rich canonical semantic form and performs deep 
automated reasoning for situation awareness. Users can 
engage in Question Answering with Virtual Advisers and a 
Virtual Battlespace using spoken and written English and 
haptic devices. Consensus provides a revolutionary solution to 
the grand challenges of information fusion. 
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